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Abstract—With rapid advancements in large language models
(LLMs), Al-generated content (AIGC) has emerged as a key
driver of technological innovation and economic transformation.
Personalizing AIGC services to meet individual user demands
is essential but challenging for AIGC service providers (ASPs)
due to the subjective and complex demands of mobile users
(MUs), as well as the computational and communication resource
constraints faced by ASPs. To tackle these challenges, we first
develop a novel multi-dimensional quality-of-experience (QoE)
metric. This metric comprehensively evaluates AIGC services by
integrating accuracy, token count, and timeliness. We focus on a
mobile edge computing (MEC)-enabled AIGC network, consist-
ing of multiple ASPs deploying differentiated AIGC models on
edge servers and multiple MUs with heterogeneous QoE require-
ments requesting AIGC services from ASPs. To incentivize ASPs
to provide personalized AIGC services under MEC resource
constraints, we propose a QoE-driven incentive mechanism.
We formulate the problem as an equilibrium problem with
equilibrium constraints (EPEC), where MUs as leaders determine
rewards, while ASPs as followers optimize resource allocation. To
solve this, we develop a dual-perturbation reward optimization
algorithm, reducing the implementation complexity of adaptive
pricing. Experimental results demonstrate that our proposed
mechanism achieves a reduction of approximately 64.9% in
average computational and communication overhead, while the
average service cost for MUs and the resource consumption of
ASPs decrease by 66.5% and 76.8%, respectively, compared to
state-of-the-art benchmarks.

Index Terms—Generative Al (GAI), incentive mechanism,
mobile edge computing (MEC), multi-dimensional quality of
experience (QoE), resource allocation.
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I. INTRODUCTION

A. Background and Motivation

Advancements in machine learning algorithms and large
language models (LLMs) have significantly enhanced the
quality and diversity of Al-generated content (AIGC), driv-
ing innovation across various domains and transforming the
economic landscape [1]. AIGC services, such as OpenAl’s
ChatGPT, have demonstrated remarkable capabilities in tasks
like language understanding, text generation, summarization,
and conversational Al. With the widespread adoption of AIGC
services, users across diverse applications have increasingly
varied expectations for service performance, making per-
sonalized service a critical requirement. However, providing
personalized AIGC services is hindered by the subjective
and complex demands of mobile users (MUs), as well as
the limited computational and communication resources of
AIGC service providers (ASPs). Addressing these barriers in
mobile AIGC networks requires overcoming both technical
and economic challenges.

Challenge 1: Resource Constraints. Requesting real-time
AIGC services directly from the cloud often incurs significant
latency and network congestion. Furthermore, the inference
of LLMs necessary for AIGC services is resource-intensive
and time-consuming, making it impractical for deployment
on mobile devices due to high costs. To this end, current
schemes [2], [3] deploy pre-trained AIGC models on edge
servers, leveraging the infrastructure of wireless edge net-
works. When MUs request AIGC services, they can send
the prompts to edge servers. The prompts are then executed
using generative Al models, and the results are sent back
to MUs. This approach alleviates the computational burden
on mobile devices and enables flexible and scalable AIGC
service provisioning in mobile edge networks. However, when
numerous MUs simultaneously request services, edge servers
with limited computational and communication resources can
become overwhelmed, resulting in increased latency and de-
graded performance.

Challenge 2: Personalized Demands. MUs exhibit di-
verse service demands depending on their applications. For
example, MUs in vehicular networks prioritize concise and
rapid decision-making responses [4], whereas those involved
in academic essay writing require detailed and profound
content. To meet MUs’ expectations, aligning AIGC services
with their personalized demands is essential, considering the
unique characteristics of different application areas. How-
ever, achieving this goal faces two main problems. First,
the stochastic nature of LLMs, which relies on next-token



prediction [5], may result in incoherent outputs, factual inac-
curacies, or contradictions. This uncertainty makes it difficult
for LLMs to consistently generate highly personalized content
that accurately matches MUs’ expectations. Second, existing
service assessment metrics, such as designer-perceivable qual-
ity of experience (QoE) [6], joint perpetual similarity and
quality (JPSQ) [7], and user-perceived quality [8], fail to
adequately consider the complex trade-offs between accuracy,
token count, and timeliness in mobile AIGC networks.

Challenge 3: Self-Interested Behaviors of ASPs and
MUs. ASPs are driven by profit and tend to reduce resource
investment without sufficient incentives. Meanwhile, MUs
prefer receiving high-quality services at minimal cost. This
misalignment of goals can lead to a structural imbalance
between service provision and economic incentives. In re-
sponse to this contradiction, existing research has proposed
incentive strategies using mechanisms such as multi-agent
deep reinforcement learning [9], game-theoretic [10], and
contract theory [11], [12]. However, these studies fail to
explicitly model the multi-dimensional demands of individual
users, making it challenging for ASPs to optimize resource
allocation for diverse user needs. Furthermore, they often focus
on a single type of resource and overlook the complexity
involved in designing incentives for multi-ASP scenarios and
the inherent competition among MUs.

To address these challenges, we propose a dual analytical
framework from the perspectives of both MUs and ASPs,
leading to the following two key research questions:

i) How can MUs optimize service costs while obtaining
personalized AIGC services that meet their heterogeneous
requirements in a resource-competitive network?

ii) How can ASPs optimally allocate computational and
communication resources to minimize resource consumption
while delivering personalized AIGC services?

B. Solution and Contributions

As illustrated in Fig. 1, we consider a mobile edge com-
puting (MEC)-enabled AIGC network, consisting of multiple
ASPs with differentiated AIGC models deployed on edge
servers and multiple MUs with heterogeneous QoE require-
ments requesting AIGC services from ASPs. To address the
above problems, we first design a multi-dimensional quality
of experience (QoE) metric to quantify MUs’ personalized
demands. Building on this metric, we propose a QoE-driven
incentive mechanism that aligns the interests of both MUs and
ASPs. In our framework, MUs act as leaders by driving the
trading process through differentiated reward strategies, while
ASPs function as followers by dynamically adjusting resource
allocation in response. This mechanism achieves equilibrium
through bidirectional optimization: Competing MUs strate-
gically determine rewards in a non-cooperative game, each
aiming to obtain better personalized AIGC services at lower
costs (problem 1)), while ASPs jointly optimize the allocation
of computational and communication resources to balance
QoE fulfillment and resource consumption based on these
rewards (problem ii)). In summary, the key contributions of
this work are summarized as follows.
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Fig. 1. Illustration of the proposed QoE-driven incentive mechanism in
an MEC-enabled AIGC network. The network comprises multiple ASPs
deploying differentiated AIGC models on edge servers, while multiple MUs
with heterogeneous QoE requirements request services from these ASPs.

o Incentive mechanism design for on-demand service pro-
visioning in resource-constrained AIGC edge networks.
This mechanism integrates the perspectives of MUs
and ASPs, optimizing service costs for MUs to access
personalized AIGC services while ensuring that ASPs
can efficiently deliver on-demand services without over-
provisioning resources. To our knowledge, this is the first
analytical study on incentive mechanism design explicitly
tailored to the unique characteristics of LLM-based text
services in multi-MU and multi-ASP scenarios.

e Novel design of multi-dimensional QoE metric to quantify
service quality. To quantify MUSs’ personalized demands,
we design a metric integrating three critical dimensions:
accuracy, token count, and timeliness. The accuracy is
evaluated through CoT reasoning performance gaps, cap-
turing discrepancies between the expected and actual
model outputs. Token count is determined by the total
number of input and output tokens, while timeliness is
constrained by the maximum tolerable latency. Through
comprehensive analysis and validation of CoT reasoning
steps and examples, the proposed QoE metric effectively
models diverse service requirements while accounting for
the limited resources of ASPs, supporting on-demand
service provision.

o Theoretical analysis and algorithm designs. We propose a
two-level game-theoretic model to analyze the MU’s op-
timal reward and the ASP’s optimal resource allocation.
Given multiple ASPs with differentiated AIGC models
deployed on edge servers and multiple MUs with het-
erogeneous QoE requirements, the optimization problems
of the ASP and the MU are of high complexity (e.g.,
inter-user competition and resource constraints). We solve
these problems by reformulating them as an equilibrium



problem with equilibrium constraints (EPEC) framework,
theoretically proving the existence and uniqueness of the
equilibrium, and designing a dual-perturbation reward
optimization algorithm to reduce the implementation
complexity of adaptive pricing.

o Performance evaluation. Numerical results based on real-
world scenarios show that our proposed mechanism
achieves approximately 64.9% reductions in average
computational and communication overhead, 66.5% de-
creases in average MU service cost, and 76.8% savings
in resource consumption of ASPs on average, compared
to state-of-the-art benchmarks.

The rest of this paper is organized as follows. Section II
discusses related work. In Section III, we present the system
overview and design a multi-dimensional QoE metric. Sec-
tion IV gives the game formulation, and Section V analyzes
the existence of the equilibria at two levels. Section VI
shows numerical experiments to demonstrate the advantages
of the proposed incentive mechanism, and finally, Section VII
concludes the paper.

II. RELATED WORK

In this section, we discuss fundamental research in three
areas: AIGC services in networks, multimodal prompt engi-
neering, and incentive mechanisms for AIGC services. First,
we explore issues and methods for implementing AIGC in
resource-constrained edge environments, laying the foundation
for our study. Building on this, we investigate multi-modal
prompt engineering techniques essential for quantitatively
assessing content accuracy in the QoE design. Finally, we
highlight our unique contributions to incentive mechanism
designs, addressing critical gaps in existing studies.

A. AIGC Services in Networks

To alleviate the computational burden on the cloud and
reduce high latency caused by long transmission distances,
Du et al. [2], [8] proposed an AIGC-as-a-Service (AaaS)
architecture and introduced a dynamic ASP selection scheme
for optimal user-provider connections.

To ensure secure and trustworthy AIGC services, Lin et
al. [13] designed a decentralized trust mechanism using smart
contract-based verification to prevent unreliable outcomes in
the Metaverse. Similarly, Liu et al. [14] proposed a systematic
approach incorporating MASP selection, payment schemes,
and fee-ownership transfer, presenting a blockchain framework
to protect mobile AIGC services. For collaborative inference,
several studies [15]-[17] explored distributed task allocation
frameworks. These works achieved efficient AIGC services
by optimizing workload distribution across multiple mobile
devices, edge servers, and distant data centers. Moreover,
the authors in [18], [7], and [19] explored the integration
of semantic communication and AIGC services, focusing on
optimizing bandwidth and resource utilization while enhancing
content quality in wireless networks. In addition to the above
works, several studies focus on performance improvement
in edge networks. For instance, Wang et al. [20] proposed
the WP-AIGC framework, integrating wireless perception and

AIGC to optimize computing resources at the edge server.
Wang et al. [21] proposed a joint optimization scheme for
offloading, computation time, and diffusion steps in the reverse
diffusion stage, using average error as a metric to evaluate the
quality of generated results.

These works, from diverse perspectives, have significantly
advanced the deployment and optimization of AIGC services
in networks, providing valuable insights for future research.
Notably, distinct from existing studies, our work focuses
on designing an incentive mechanism that motivates ASPs
to provide services on-demand, meeting MUs’ personalized
demands in multi-user and multi-ASP scenarios.

B. Multimodal Prompt Engineering

Prompt engineering in large language models (LLMs) in-
volves designing and optimizing prompts or instructions to
guide the model’s output generation [22]. This technique
enhances LLM performance across diverse tasks, including
language modeling, question answering, and image caption-
ing. Wei et al. [23] first demonstrated how generating a
Chain-of-Thought (CoT) improves LLMs’ ability to perform
complex reasoning tasks. Their approach, which uses a few
CoT demonstrations as exemplars in prompts, significantly
improved performance on arithmetic, commonsense, and sym-
bolic reasoning tasks. Building upon this, Wang et al. [24] pro-
posed the Plan-and-Solve (PS) prompting strategy for multi-
step reasoning tasks. By dividing a task into smaller subtasks
and executing them sequentially, PS prompting addresses
missing-step errors and enhances the quality of generated
reasoning steps. Incorporating multimodal reasoning further
enriches LLM capabilities, enabling the synthesis of consistent
and coherent CoTs across different modalities. Lu et al. [25]
introduced ScienceQA, a multimodal reasoning benchmark
comprising approximately 21k multiple-choice questions on
diverse science topics. Similarly, Zhang et al. in [26] proposed
a new approach called Multimodal-CoT that incorporates both
language (text) and vision (images) modalities into a two-stage
framework for CoT prompting.

While these studies have advanced CoT prompting and
multimodal reasoning, they have not studied how to improve
the quality of LLM-based services by capturing the user’s
demands from the theoretical properties of CoT and reduc-
ing resource consumption from the service and optimization
perspectives.

C. Incentive Mechanisms for AIGC Services

Mechanisms incentivizing MU participation are critical in
scenarios like federated learning (FL) and data trading [32].
For example, Chen et al. [27] proposed a data quality assess-
ment method for AIGC-generated data samples and designed
a reward mechanism to incentivize MUs to participate in FL.
Du et al. [11] developed an incentive mechanism based on
generative Al and contract theory to encourage MUs to share
semantic information. Zhan et al. [28] designed an AIGC task
assignment framework for automated difficulty assessment
using a visual language model (VLM) with the aid of contract
theory. Fan et al. [9] developed a decentralized incentive



TABLE I
INCENTIVE MECHANISMS FOR AIGC SERVICES.

TABLE II
SUMMARY OF MAIN NOTATIONS.

Multi-MU | Optimization . On Notation [[ Definition
Ref. Multi-ASP biecti New metric d d
ulti- o JecFlve eman n, N Index of an ASP, number of ASPs
[9] v Service x % m, M Index of an MU, number of MUs
a]loca.tlon I ag™ Input message or task provided by MU m to ASP n
Service Blind image nm > P ;
[10] X patial quali X a; Message chain provided by ASP n to MU m
IPEOVI%I?H spatial quality Bnm ASP n’s communication resource allocated for MU m
[11] v ns?lr;li‘;;n Bit error probability X cfl Cost factor per unit of computational resources
Service cB Cost factor per unit of communication resources
[12] v cost X X frm ASP n’s computational resource allocated for MU m,
Service - K Number of CoT examples
[27] X performance Data quality x opm™ CoT examples utilized by ASP n in providing the
Task Difficulty service to MU m
(28] v allocation assessment X Orm Quantified QoE value for MU 2 provided by ASP n
Service Rpm Reward for unit QoE value offered by MU m to ASP n
(29] x cost X X )y, Input token from MU m to ASP n
[30] % Service Quality and latency % x Output token requested from ASP n by MU m
performance | of image generation Ynm SNR for the communication between MU m and ASP n
Service Onm Upper bound on the performance gap of the service
(31] v performance Age of thought x provided by ASP n to MU m
ur ervice c aximum deviation between the context c¢,, owne
[0) v S QoE v Y(ck M d b h d by
work performance ASP n and the distribution of true contexts
¢(a?™) Ambiguity of chain (a?™)o<i<i
Lm Profit conversion factor for MU m’s AIGC services
Kn Maximum tolerable latency for ASP n’s service.
mechanism for mobile AIGC service allocation that balances én Computational resource required per token of ASP n
service provision with MU demand. These studies predomi-
nantly adopt server-driven pricing models to incentivize MU ) ) .
tailored to the unique characteristics of text-based content

participation in service provision.

In contrast to mechanisms focused on MU participation,
another research direction, similar to our work, focuses on
incentivizing ASPs to allocate resources and provide AIGC
services. Wen et al. [29] proposed a user-centric incentive
mechanism to motivate ASPs to provide AIGC services while
incorporating prospect theory to model the subjective utility
of clients. Du et al. [12] extended the scope to multi-MU
and multi-ASP scenarios employing contract theory to reward
ASPs based on their resource contributions. Although these
mechanisms improve flexibility and applicability, they focus
primarily on computational resources and overlook joint re-
source optimization, as well as the unique requirements of
AIGC services. To address the need for AIGC-specific metrics,
researchers have proposed mechanisms targeting particular
applications. For example, Wang et al. [10] introduced metrics
to evaluate the precision of wireless perception and the quality
of AIGC, linking resource allocation to service quality through
a diffusion-based pricing strategy. Ye et al. [30] modeled the
relationship between prompt optimization, diffusion denoising
steps, and AIGC quality, designing a quality-based contract
to improve AIGC generation while reducing latency. While
these works improve the quality of service in AIGC, they are
limited to single-MU scenarios and primarily focus on image
generation. In addition, the authors in [31] proposed the age-
of-thought (AoT) metric and a deep Q-network-based auction
to incentivize the provisioning of LLM agents, but focused on
cached resources without addressing on-demand services for
personalized demands.

Unlike the above works, our study focuses on AIGC
services based on LLMs in multi-MU and multi-ASP sce-
narios. We design a comprehensive QoE metric that cap-
tures MUs’ personalized demands across multiple dimensions,

generation. By jointly optimizing computational and com-
munication resources, our mechanism incentivizes ASPs to
allocate resources on demand, enabling scalable, efficient,
and personalized service provision. A detailed comparison of
these approaches is provided in Table I, highlighting the key
contributions of this study.

III. SYSTEM OVERVIEW

We first present the system model of the incentive mech-
anism for personalized AIGC services in Section III-A. We
then discuss the ambiguity of language employed in LLMs
in Section III-B. Following this, we design a novel QoE
metric to model MU demands across three dimensions in
Section III-C. To simplify the presentation, we summarize the
essential notations in Table II.

A. System Model

We consider a scenario involving a set M={1,..., M}
of MUs and a set N'={1,...,N} of ASPs. As depicted
in Fig. 2, each MU has unique service requirements that
reflect individual preferences. The requirements for AIGC
services vary according to specific applications. For example,
in vehicular environments, MUs aim for fast, accurate, and
concise responses from AIGC services to enhance safety and
convenience. Conversely, when engaged in content creation
tasks, MUs prioritize content quality, depth, and relevance
over response time. ASPs are resource-limited edge servers
equipped with different types of LLMs. For example, ASP 1 is
dedicated to vehicular networking, while ASP 2 specializes in
academic writing. The objective is to maximize the respective
benefits of MUs and ASPs in personalized AIGC trading
networks through a flexible user-driven rewarding mechanism
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Fig. 2. The workflow of the QoE-driven incentive mechanism. Each MU has distinct service requirements reflecting individual preferences. For example,
vehicles demand concise and accurate responses to ensure safety, whereas content creators require richer inputs and outputs to support content generation.

and ASPs’ on-demand resource allocation. In this mecha-
nism, MUs act as upper-level leaders determining rewards,
while ASPs serve as lower-level followers making resource
allocation decisions. This structure ensures the provision of
personalized AIGC services that effectively meet the diverse
demands of MUs. First, MUs broadcast their specific demands
(accuracy, input and output tokens) defined in QoE to ASPs
(®). Subsequently, the MUs determine the reward per QoE
given to ASPs based on a Nash equilibrium (@), with the initial
rewards set as random values, and transmit them to ASPs (®).
The ASPs then make resource allocation decisions based on
the QoE, cost, and rewards given by the MUs (@®). Based
on the feedback from ASPs (®), MUs adjust the rewards to
maximize their benefits (@). Steps @ and ® are repeated until
an agreement is reached between MUs and ASPs. The iterative
process ensures mutual benefits and ultimately enhances the
AIGC service experience for all MUs.

B. Ambiguity of Language

Chain-of-Thought (CoT) prompting [33] is a technique
designed to enhance the reasoning capabilities of LLMs.
By guiding the model to break down complex problems
into logical steps, CoT prompts enable incremental solution
derivation that improves contextual understanding and logical
consistency. CoT examples play a crucial role in this process.
They are a set of exemplary reasoning chains that demonstrate
how the model can complete a specific task through step-
by-step reasoning. These examples not only help the model
learn how to structure its reasoning process but also guide it
in generating more accurate and consistent outputs. However,
the inherent ambiguity in natural language poses a significant

challenge to LLMs’ reasoning abilities. This ambiguity affects
their ability to determine precise intentions or contexts behind
ambiguous messages or sequences.

To investigate the impact of this ambiguity on inference per-
formance, we explore and analyze the theoretical foundations
underlying CoT prompting in the inference process. When
serving MU m, ASP n is provided with K CoT examples
of varying lengths, denoted as O;™ = (op}')o<r<i,, Where
li; represents the length of the chain O™, and each o}
is a sequence of tokens representing a thought or reasoning
step. These examples are designed to help ASP n produce
correct answers via CoT generation for MU m. For all k,
Op™ are generated with true intentions (I™™)* and context c},.
Following this, ASP n generates a series of messages denoted
as (a}'"™)o<i<i based on the provided CoT examples O} and
the initial task af™. Based on the CoT prompting process, we
can adapt the following definition of ambiguity from [34].

Definition 1. (The ambiguity of the chain) When ASP n
performs the reasoning task for MU m, the ambiguity of
a message chain (a™)o<i<i, derived from true intentions
(I"™)* and true context c,, is defined as the complement
of the likelihood § of the context ¢}, and intentions (I"™™)*
conditioned on (a]™)o<i<i, i.e.,

C((ai™)o<i<t) = 1 =Gy, (I"™)*|(ai™ )o<i<t). (1)

Similarly, the ambiguity of the message chain
C((Op™)1<k<k) can be defined as the complement of
the likelihood of the context ¢ and intentions (I™™)*
conditioned on (O™ )1<k<k, i.e.,

C(OF™ Nh<r<k) =1 =q(cp,, (I ) (O™ )1<k<k).  (2)
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After defining the ambiguity of the chain, we focus on
evaluating the overall performance of the model using CoT
prompting technology. To achieve this, we use the concept of
ambiguity to assess the model’s performance by comparing
the likelihood of the results obtained through CoT examples
with those derived from the true natural language distribution.
This comparison quantifies the performance gap between the
service provided by ASP n for MU m and the ideal result for
MU m, denoted as

", 01™)

Ji<i<ilag™, ¢l -

Onm = |Pn ((¢]")1<i<t]ag

= ¢ ((ai™

To further understand this performance gap, we explore

a theoretical framework that considers the distribution of

contexts in the training datasets, aiming to gain insights into
the upper bound of the gap.

3)

Theorem 1. (The upper bound of the performance gap)
When ASP n infers the task of MU m based on CoT
prompting technology, consider a set of K CoT examples
Op™ = (0" )o<r<iy, generated from the intention (I"™)*
with the optimal context ¢, ~ q(cy). Then, for any message
sequence (a]™)1<i<i, we have [33]:
K
H

(Y(e )KC 0")
]__

Onm)

Onm < 2
Onm)

“4)
where al™, sampled from q(~|(16””) ), is the input message
or task generated from (I}™)*, which is sampled from q(-|c}).
Y(c;,) = sup.co qE "; is a skewness parameter, indicating the
maximum deviation between the context c,, owned by ASP n

and the distribution of true contexts.

If Y(c}) = 1, it implies that natural language does not dis-
criminate among specific contexts. This condition holds when
dealing with sufficiently large and well-balanced datasets [35],
[36]. Moreover, under certain conditions, a geometrical con-
vergence rate can be obtained as follows.

Lemma 1. Consider a set of CoT examples O} =
(op"" )1<r<iy, satisfying the following conditions [31]:

4 5 6 T 8 9 10
The number of CoT examples K

01 02 03 04 05 06 07 08 09
The ambiguity of CoT J(OfM)

1) The CoT examples O™ are carefully selected such that
the true c, can be recovered from O} with relatively high
certainty.

2) As the length of the sequence grows, the associated
ambiguity measure ((OF™) diminishes.

Then, for any fixed n € |0, 1) there exists a length threshold

i » € N, such that for any Iy > 1} p We can have:

C(OF™) <n. (5)

Proof. In practice, satisfying condition 1) is challenging as

there is no rigorous procedure to quantify ambiguity for a

given sequence of thoughts. However, under condition 2), we

can obtain l li_r>n C((opm)o<r<i,, )=0. Hence, there exists I, ,, €
e —> 00

N such that for any [, > [} , we have ((O}™) <. O

k,n°

As the number of CoT examples satisfying the conditions
increases, a geometrical convergence rate for the gap 0,,,,, can
be established as

T \x
where B, = 2% and . €[0,1).

According to the analysis of Theorem 1 and Lemma 1, the
performance gap is primarily influenced by the number of CoT
examples K and the reasoning step length [;. As illustrated
in Fig. 3, there is a clear functional relationship between
the number of CoT examples K and the performance gap
6, demonstrating that an increased number of CoT examples
significantly reduces the performance gap, leading to higher
accuracy in AIGC. In particular, # — 0 indicates high-quality
AIGC, while § — oo implies a significant performance gap
and low accuracy. However, the impact of the reasoning step
length [;; on the performance gap does not exhibit a clear func-
tional relationship. To further validate the theoretical analysis,
we conducted experiments on an open platform to empirically
examine how reasoning step length affects the accuracy of
inference results in real-world scenarios. As illustrated in
Fig. 4, the ASP can choose CoT examples with different



reasoning step lengths for approaching the final answer!. The
results indicate that as the reasoning step length increases,
the associated ambiguity measure ((O}™) decreases, leading
to a smaller 6, and thus reducing the performance gap. In
conclusion, when using CoT with a larger number of steps,
LLMs often produce more accurate results, as revealed in
Lemma 1 and literature [37].

C. QoFE of AIGC Services

AIGC services exhibit a complex interdependence among
accuracy, token count, and service latency. Due to the au-
toregressive nature of LLMs, computational demand scales
quadratically with the number of tokens, as self-attention
requires each token to compute relationships with all preced-
ing tokens. Furthermore, improving accuracy incurs growing
resource costs that further amplify latency. Compared to tradi-
tional services, AIGC faces more intricate multi-dimensional
trade-offs, requiring an effective balance between cost and
performance.

To this end, we propose a novel QoE metric specifically
designed for AIGC services, integrating three key dimensions:
accuracy, token count, and response timeliness. By explic-
itly modeling the trade-offs among these factors, this metric
provides a unified framework for evaluating both technical
performance and user experience. We utilize the derived upper
bound 6, = 5nm(ﬁ)K, n €N, m € M to evaluate
the output accuracy. As demonstrated in Section III-B, a
smaller énm indicates that the model’s output is closer to
the ideal result, implying higher accuracy. Achieving higher
accuracy typically requires more computational effort, and
the computational demand for inference is influenced by the
number of tokens processed.

Moreover, ASP n needs to allocate computational re-
source fr, = (fulsfn2,---, fam) and bandwidth B, =
(Bn1, Bn2, - - -, Bum) for content generation and transmission.
Considering these factors jointly, the QoE of the AIGC service
provided by ASP n to MU m is defined as

A 2™ —1 7 i .

_ §n In(1/0m) Zi;(')" (Inm + Z)
32(znpm + Tpm)
Bn'm 10%2(1 + fYnnL) ’

where k,, denotes the maximum latency threshold for the ser-
vice. This threshold is crucial for on-demand service provision,
allowing the model to flexibly adapt to real-world application
constraints. The computational cost of processing x  input
tokens (1 token ~ 4 bytes = 32 bits) and generating x°%

nm
output tokens is &, Zfi%”'_l (a4 1), where &, denotes
the computational resource required per token. This quadratic
growth underscores the necessity of efficient resource manage-
ment. The In(1/6,,,,) is defined as the accuracy cost. As the

Qnm = Kn

IThe experiments are conducted on the ScienceQA benchmark [26]. This
large-scale multimodal science question dataset contains 21k multiple-choice
questions across 3 subjects, 26 topics, 127 categories, and 379 skills, divided
into training, validation, and test splits with 12726, 4241, and 4241 examples,
respectively. This setting aimed to demonstrate the efficacy of multimodal-
CoT by leveraging both language and vision modalities in a two-stage
reasoning framework.

performance gap Oy decreases, indicating a higher accuracy
demand for AIGC, the corresponding accuracy cost increases
logarithmically [31]. We adopt orthogonal frequency division
multiple access (OFDMA) for data transmission to avoitd
interference between communication links [38]. vy, = 252
denotes the signal-to-noise ratio (SNR) for the communication
between MU m and ASP n, where g, is the channel gain,
pz is the transmission power of ASP n, and o is the additive
white Gaussian noise (AWGN).
The parameters Orims 2" and 2% in the QoE correspond
to “accuracy”, “input token”, and “output token” in Fig. 2,
respectively. MUs can adjust accuracy and input/output token
count to achieve personalized AIGC services within the maxi-
mum tolerable latency set by the ASP. This flexibility enables
the QoE metric to adapt to diverse application scenarios,
ensuring optimized service quality tailored to both system

constraints and user preferences.

out

IV. PROBLEM FORMULATION

We first define the utility functions of ASPs and MUs
in Section IV-A and IV-B. Then, we model the interaction
between MUs and ASPs as an EPEC in Section IV-C.

A. Utility of ASPs

ASPs aim to provide AIGC services that satisfy MUs’
demands while maximizing their rewards. The utility function
of ASP n comprises two key components: the rewards received
from MUs and the costs associated with generating and
transmitting AIGC. The optimization problem for ASP n can
be formulated as

M
max UZSP(fn, Bn) = Z (anQnm - Cfonm - CEB’!LTTL)7

m=1

sit. C1: Qum >0, ()
M M
C2: > fam < 2™, Y Bum < BR™,
m=1 m=1

where R,,,, is the reward for unit QoE value, and Q,,,,, denotes
the quantified QoE provided by ASP n to MU m. The decision
variables f,,, and B,,,, are the computational and communi-
cation resources allocated by ASP n for MU m, respectively.
The cost parameters ¢/ and cZ represent the unit costs of these
resources. Constraint C1 ensures that the services provided
by ASP n are meaningful and viable, which is achieved by
controlling the allocation of computational and communication
resources>. The constraint C2 ensures that the total resources
of ASP n remain within their respective limits, where f**
and B;'** represent the maximum available computational
and communication resources. The utility function is designed
to capture the trade-off between the rewards received from
MUs and the costs incurred in providing AIGC services.

2While negative utility may arise from service constraints Qpm, > 0,
it reflects rational short-term tradeoffs (e.g., maintaining market presence).
In practice, non-negativity can be guaranteed by adding a baseline cost
compensation ¢, fmax 4 ¢B Bmax (o 74P This compensation reflects the
maximum costs that an ASP may incur, ensuring that its utility function
remains non-negative even in the worst-case scenario with minimal rewards.
Since this term is a constant offset, it does not affect the optimal strategies
or equilibrium analysis [39] and is therefore omitted for simplicity.



Problem

Question: Will these magnets attract or repel each other?

Context: Two magnets are placed as shown. Hint: Magnets that attract pull together. Magnets that repel push apart.

Options: (A) attract (B) repel
Reasoning step length = 64)—\

Rationale: Magnets can pull or push on other magnets
without touching them. When magnets attract, they pull
together. When magnets repel, they push apart. These

pulls and pushes are called magnetic forces. Magnetic
forces are strongest at the magnets' poles, or ends,

Reasoning step length = 128

Rationale: Magnets can pull or push on other magnets

without touching them. When magnets attract, they pull
together. When magnets repel, they push apart. These
pulls and pushes are called magnetic forces. Magnetic
forces are strongest at the magnets' poles, or ends. Every
magnet has two poles: a north pole (N) and a south pole
(S).nHere are some examples of magnets. Their poles
are shown in different colors and labeled. Whether a
magnet attracts or repels other magnets depends on the

SRR EE Vision -------3
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Reasoning step length = 192 ]—\

Rationale: Magnets can pull or push on other magnets

without touching them. When magnets attract, they pull
together. When magnets repel, they push apart. These
pulls and pushes are called magnetic forces. Magnetic
forces are strongest at the magnets' poles, or ends. Every
magnet has two poles: a north pole (N) and a south pole
(S).nHere are some examples of magnets. Their poles
are shown in different colors and labeled.nWhether a
magnet attracts or repels other magnets depends on the

positions of its poles.

\Answer: The answer is (A). Y,

positions of its poles.nIf opposite poles are closest to
each other, the magnets attract. The magnets in the pair
below attract. If the same, or like, poles are closest to
each other, the magnets repel. The magnets in both pairs
below repel.

\Answer: The answer is (B).

\\Answer: The answer is (A). Y,

2/

Fig. 4. Example of different reasoning step lengths in CoT. When the number of CoT examples is fixed, using longer reasoning steps within each example
generally improves accuracy. ASPs can therefore select CoT examples with varying step lengths to better approach the final answer.

By maximizing this utility, the ASP determines the optimal
joint resource allocation, i.e., f, and B,, which increases
profitability and reduces resource consumption.

B. Utility of MUs

Higher QoE improves user satisfaction, but offering higher
rewards to ASPs increases costs. The utility function of MU
m captures this trade-off between service satisfaction and cost.
To quantify service satisfaction, we use a gain function that
models the benefits derived from AIGC services. Specifically,
we adopt a logarithmic gain function [40], defined as G,.,, =
tmIn(1+ Zf:le Qnm), where p,, is the profit conversion
coefficient. The logarithmic form captures diminishing returns,
meaning that as QoE increases, user satisfaction improves but
at a decreasing rate. This reflects the realistic observation
that users experience higher marginal gains at lower QoE
levels, while improvements beyond a certain threshold yield
smaller incremental benefits. Building on this gain function,
the optimization problem for MU m is formulated as

N N
max UnTu(Rm) = Mmln(]-"'z Qnm) - Z anQnma
n=1 n=1
sit. R™™ < R, < R pn e N,
©))
where R,, £ (Rimy - -5 Rnm) is the reward profile of MU
m, with R and R™3* denoting its minimum and maximum
payable rewards, respectively. By optimizing R,,,, the MU
can balance the service cost with the satisfaction derived,
ensuring cost-effective access to personalized AIGC services.
Given the competition for limited ASP resources, a higher
reward from one MU can lead to better service, potentially
reducing the QoE for others. Since MUs act selfishly and inde-
pendently, their interactions naturally form a non-cooperative
game, termed the multi-MU reward game v, where MUs

adjust their rewards to maximize satisfaction while minimizing
costs.

Definition 2. A multi-MU reward game is a tuple 1 =
{M,R,U™"} defined by
o Players: The set of MUs.
o Strategies: The reward decisions R, of any MU m.
o Utilities: The vector U™ = {U™, ..., U"} contains
the utility functions of all the MUs defined in (9).

ASPs optimize resource allocation based on the rewards
provided by MUs to maximize their benefits. Meanwhile, MUs
strategically adjust these rewards to obtain AIGC services that
meet their requirements. This interdependent decision-making
process creates a hierarchical game structure, where each
entity optimizes its utility, leading to a complex equilibrium
dynamic. Such interactions naturally follow a multi-leader,
multi-follower framework, with MUs as the leaders and ASPs
as the followers. In the following section, we formalize this
relationship as an EPEC problem, establishing the foundation
for equilibrium analysis.

C. Equilibrium Problem with Equilibrium Constraints

We model the incentive mechanism between ASPs and
MUs as an equilibrium problem with equilibrium constraints
(EPEC) [41], where MUs are leaders and ASPs are followers.
At the upper level, MUs determine the rewards based on
ASPs’ responses and decisions of other MUs. At the lower
level, each ASP optimizes the allocation of computational
and communication resources by considering its constraints,
costs, and rewards from MUs. This setup results in a Stackel-
berg equilibrium, where ASPs (followers) choose their best
responses, and MUs (leaders) maximize their utilities. Our
objective is to achieve a hierarchical equilibrium, character-
ized by a Nash equilibrium among MUs and a Stackelberg



equilibrium between MUs and ASPs. The equilibria for the
two levels are defined as follows.

Definition 3. Let (f},B) and R}, denote the optimal
resource allocation of ASP n and the optimal reward decision
of MU m, respectively. Then, the points (f, B}) and R}, are

™m

the equilibria at two levels if the following conditions hold:

U ((Fn, Br), By) = Up™ ((Fn, Br), Ry),
U (£3(Ry B, BB R ), R, R,

YneN, meM,

where R_,, denotes the reward profile of all MUs except MU
m.

In summary, the MUs’ optimization problems can be for-
mulated as the following EPEC problems:

N N

n=1

RX™ < Ry < R pe N,

& I0(1/0m) Y75 " (i +1)
s.t. 32(xin 4 20Uty
- By, 10go (1 + vnm) ’
(fn, B,,) = argmax U;*P(fn,, Byp),
subject to C'1, C2.

Q;m = Kn

(11)
To solve the above EPEC, we use backward induction to
address the lower-level (utility maximization for ASPs) and
upper-level (non-cooperative game among MUs) problems.

V. EQUILIBRIUM ANALYSIS AND SOLUTIONS

In this section, we use backward induction to investigate the
existence and uniqueness of equilibria for the EPEC, i.e., the
optimal resource allocation of ASPs and reward strategies of
MUs.

A. Lower Level: Optimal Resource Allocation for ASPs

In the lower level of EPEC, for any reward decisions R
given by MUs, ASP n aims to determine its optimal compu-
tational and communication resource allocations, i.e., f and
B}, to maximize its utility U?*?(f,,, B,). In the following,
we analyze and derive the unique optimal allocation.

Theorem 2. The utility maximization problem for ASP n has
a unique optimal solution (f}, BZ).

Proof. We first examine the Hessian matrix of ASP n’s utility
UZsP( f,, By,) with respect to f,,, and B,,,,. Let this Hessian
matrix be denoted by H,,, which can be block-diagonalized
as

HI 0

The block matrix H; can be computed as the second-order
partial derivative of U2*P( f,,, B;,) with respect to fpm, i.e.,

2R S0 (2 +4) £n In(1/601)
3 )
nl

H} = —diag

2R 02 (2 + ) £, In(1/602)
3 )
n2

2Rnns 020 (a2 +4) €n In(1/Bnar)
fSM

< 0.

13)
Similarly, the block matrix H can be calculated by

64 (1 + 29) Ryt
B3, logy (14 vn1)
64(ans + 203) B2
By logy(1 4 vn2)’
64(imns + 25%) Ran
B?LM logo (1 + Ynar)

HP = _diag

(14)

< 0.

H/! and HP are diagonal matrices with strictly negative
diagonal elements. Thus, the block-diagonal Hessian matrix
H,, is negative definite, which implies that the utility function

w ¥ (fn, By) is strictly concave and continuous. Furthermore,
based on the uniqueness condition established in [42], it fol-

lows that ASP n has a unique optimal solution (f, B)). O

Since R, > R™nI > 0, it can be shown that both

B. Upper Level: Optimal Reward Equilibrium among MUs

In the upper level of the EPEC, each MU m competes with
other MUs and determines its reward vector R,,. Given the
ASPs’ responses (f, B) and other MUs’ decisions R.,,;, MU
m selects its optimal reward R,, by maximizing its utility
U (R,).

Theorem 3. A unique Nash equilibrium (NE) exists in the
multi-MU reward game 1.

Proof. We
spect to R,, as (A,, + Hp,).

define the Hessian matrix of UJ* with re-

The matrix A,, =

. 82 mu 82 U'm,'u, .
diag ( aRE ) IR > and the second-order partial
. . m . N m.
derivative matrix H,, is expressed by
0 arumm o o*umm
BleaRgm 8R1 6RNm
82U:,'Z'" 0 aﬁnU:;Lu
ORamOR1m ORamORnm
Hm — 2171. 1m 2m' Nm ,
82U::Z'u BZU:Z,U, o 0
ORNmOR1m  ORNmORam
(15)
where
2 " N / 2
9 U’g;m =pu Q”m(l + Zn:l Qnm) - (Qnm) _ 2Ql
2 - Fm N nm
aan (1 + Zn:l Qnm,)2
i
— Rym Q.. <0, neN,
(16)



aQU:ryzlu _ Q;zmQ;z’m <
8anaRn/m fim (]. + Zgzl Qnm)2 7 (17)
VneN, n#n'
The proof of a;fﬁ':u < 0 and % < 0 are

omitted due to space limits. We randomly choose a vec-
tor h € RV*! with elements not all 0/./ Then, we have
B (A Hin)h = 52,00 () (85— = 2Q —

1+3N_ Qum
R " _ Hm N hr / ! 2 0. indi :
nm Qnm) (14+30, Qnm)? (Zn:1 Qnm) < 0, indicating

that the utility function U™ is strictly concave. According
to [43], there exists a unique Nash equilibrium in the multi-
MU reward game . O

We verify the effectiveness of the incentive mechanism
by proving the optimality and uniqueness of MUs’ reward
decisions and ASPs’ resource allocation through Theorem 2
and Theorem 3.

C. The Process of the QoE-driven Incentive Mechanism

The QoE-driven incentive process dynamically adjusts the
reward strategies for MUs based on the ASPs’ responses. This
approach effectively aligns the interests of both ASPs and
MU, facilitating the delivery of personalized AIGC services.
The detailed process of this incentive mechanism is outlined
in Algorithm 1.

1) The Solution Process: The algorithm initializes each MU
m with a reward vector R$2> and a step size A. At each
iteration ¢, given the current rewards, each ASP n € N deter-
mines its optimal computational and communication resource
allocation (f, B;). Each MU m € M updates its reward
R, offered to ASP n by adjusting it by A, while keeping
the rewards R(_th fixed for all other ASPs. Specifically, if
increasing the reward by A, maximizes the utility U (R,,),
the reward is updated to R,(fy)n+At; if decreasing by A; yields
the highest utility, it is set to Rg)n — Ay; otherwise, the reward
remains unchanged. The process continues until no MU can
improve its utility by unilaterally adjusting its reward, which is
verified when the total change in utilities between consecutive
iterations falls below a predefined threshold €. At this point,
the algorithm converges to obtain the final reward strategy R*
and the corresponding resource allocation (f*, B*).

2) Execution Flow: At the beginning of each update cycle,
MUs report their personalized demands, and ASPs provide
current resource and network conditions. Based on this infor-
mation, the central decision agent runs Algorithm 1 to deter-
mine optimal rewards and resource allocations. This frame-
work integrates the real-time sensing capability of distributed
nodes with centralized control, ensuring both efficiency and
consistency in decision-making. In contrast, fully distributed
methods require frequent strategy exchanges among nodes
during each iteration, resulting in significant communication
overhead. Similarly, gradient-based distributed optimization
techniques rely on each MU to accurately estimate or jointly
compute the partial derivatives of its utility function, which
introduces additional computational and coordination com-
plexity. Algorithm 1 leverages a zeroth-order perturbation
mechanism [44] to streamline this process. In each iteration,

Algorithm 1 Dual-Perturbation Reward Optimization

Require: Personalized demands of MUs and system parame-
ters of ASPs
Ensure: Optimal reward R* and resource allocation (f*, B*)
1: Initialize: Rewards Rﬁg) for MU m, step size A, and
convergence threshold e.
2. fort=1,2,...,T do

3 for each ASP n € A do

4 Based on the rewards provided by all MUs, each
5 ASP determines its optimal computational and

6: communication resource allocation (f, B});

7 end for

8 for each MU m € M do

9: Store current rewards: R$f3 =R,

10: Each MU tries to increase and decrease its rewards
11: with the step size Ay, and calculates its own utility
12: based on the ASPs’ optimal strategies;

13: for each ASP n do

14 if U7 Ry, RY, ) < Um(RG, + Ay,
1s: RY ) and Um (R, — Ay, RY, ) <

16: U (R + Ay, RY), ) then

17: Rym = min{Rﬁffn + Ay, RBaxYs

I8: else it U7 (R, RY), ) < U (Rl —
19: A, RY, ) and UT(RY), + A, RY), ) <
20: Um(Riy — Ay, RY), ) then

21: Ry = max{RMI™ Rﬁf}n — Ak
22: else
23: Rym = RY),
24: end if
25: end for

26: end for
a7 it M jume(RY) — um(RET) < ¢ then
28: R*=R
29: (f*,B*) = ASP_response(R*)

30: break

31: end if

32: end for

the central decision agent perturbs each MU’s reward slightly
in both directions and observes the resulting utility changes.
Based on this directional feedback, it simulates how each
MU would react and updates the rewards accordingly. This
approach eliminates the need for gradient computation and
extensive message passing, thereby reducing overall system
overhead.

3) Convergence Analysis: The convergence complexity of
Algorithm 1 depends on the step-size strategy [45], as detailed
in Appendix A. With a diminishing step size A; = %,
Algorithm 1 converges to an e-Nash equilibrium at a rate of
T. = O(exp(E)), where # = (X M (Rmax)2 4 prNur®y,
The analysis indicates that finding the NE in multi-MU
games is typically challenging, even with a small number
of MUs [46]. For a fixed number of MUs and ASPs, the
convergence speed is primarily influenced by the initial reward

vector RES) for each MU m € M and the step size parameter



w. If ||R$2) —R,||2 & u, rapid convergence to the equilibrium
is achieved; however, suboptimal choices of R,(g) or u may
significantly slow convergence. Due to the determinism of the
update rule, given an initialization and fixed parameters, each
iteration ¢ produces a unique reward vector REf), and thus
the (initialization-dependent) iterative trajectory is unique and
reproducible. In contrast, using a constant step size A; = A,
the algorithm approaches a neighborhood of the NE at a rate
K ' AMN r_ N (Rp)?
of O(%), where € = € — 2= and &' = S
This setting achieves faster, polynomial convergence in 1/¢’,
but only ensures proximity to the equilibrium within a fixed
neighborhood. In practice, diminishing step sizes are preferred
when high solution accuracy is critical and longer convergence
times are acceptable, whereas constant step sizes are more
suitable when a slight accuracy loss is tolerable (e.g., due
to quantized decision variables) and rapid convergence is
prioritized.

VI. SIMULATION RESULTS

In this section, we first show the impact of different de-
mands on incentives through QoE quantitative analysis and
a case study. Then, we demonstrate the effectiveness and
advantages of the proposed incentive through comparative
experiments with existing schemes.

A. Analysis of Critical Factors

To investigate the incentive process, we adopt a quantitative
approach to examine how varying the personalized demands
of MU 1, while keeping those of other MUs fixed, influences
the trading outcomes. We precisely manipulate three critical
parameters associated with Q1;: the accuracy én of AIGC?,
with values [107%!,1079,1077,107°,1073] depending on
K =110,8, 6,4, 2]; the number of output tokens x11, varying
across [300, 600, 900, 1200, 1500]; and the maximum tolerable
latency 11, ranging from [300, 600, 900, 1200, 1500]ms. Fur-
thermore, we analyze the average utility of MUs and ASPs
by adjusting the number of MUs and ASPs. By systematically
varying these parameters, we aim to investigate their effects on
the decision-making process comprehensively. The main ex-
perimental parameters and values are summarized in Table III.

1) Accuracy of AIGC 0: As the value of 0;; increases
(indicating lower accuracy requirements), the reward R, per
unit of Q11 offered by MU 1 to ASP 1 decreases (Fig. 5(a)).
This reduction in Rj; stems from MU 1°s rational response to
relaxed accuracy constraints, which lowers the marginal value
of additional computational efforts (Fig. 5(b)), thus enabling
MU 1 to enjoy the service at a lower cost. However, the
QoE shows an upward trend as 61, increases. This upward
trend in QoE can be attributed to its definition: a higher
QoE value indicates the ability to meet the requirements of
MUs more quickly. Notably, as accuracy requirements become
easier to satisfy, the QoE value rises accordingly. Furthermore,
MU 1 experiences an increase in utility (Fig. 5(c)). This is

3The ASP derives the value of K based on the MUs’ accuracy requirements
through Oym = Bpm( 127; )K , thereby guiding the inference service to meet
the demands of MUs.

TABLE III
EXPERIMENTAL PARAMETER SETTINGS.

Parameters Values
Number of ASPs [1,2,3,4,5]
Number of MUs [5,10,15,20,25]
K (CoT Examples) [2, 4, 6, 8, 10]
Input/Output Token (z™™/2°%) 100-2000 tokens
Maximum Computational Resource (f™2%) 5-30 TFLOPS
Maximum Bandwidth (B™a%) 100-500 MHz
Maximum Tolerable Latency (k) 300-1500 ms
SNR 10-30 dB

because the relaxed accuracy requirements decrease the total
incentive rewards Ry1Q71; for ASP 1, allowing the service
to be obtained at a lower cost. Meanwhile, ASP 1 adapts
its resource allocation to optimize its utility, ensuring that
reduced total incentive rewards do not result in a loss of
utility. These findings show that relaxing AIGC accuracy
requirements reduces computational demand and incentive
costs while improving QoE, thereby validating the dynamic
trade-off between quality and cost.

2) Number of Output Tokens x°"': As the required number
of output tokens increases, the reward Rj; per unit of Qg
provided by MU 1 to ASP 1 tends to rise (Fig. 5(d)). This is
because each additional output token requires processing more
tokens due to the autoregressive nature of the model, where
each output depends on all previous inputs. To meet MU 1°s
increasing demands, more computational and communication
resources are allocated to MU 1 (Fig. 5(e)). Furthermore,
MU 1 experiences a decrease in utility, whereas ASP 1’s
utility increases with the rise in output tokens (Fig. 5(f)).
This trend indicates that as the demand for x°" grows, MU
1 compensates ASP 1 with higher total incentive rewards,
leading to increased costs and reduced utility. However, ASP
1 strategically optimizes its resource allocation to efficiently
meet the personalized demands of MU 1, maximizing its
utility within the constraints of limited resources and latency
thresholds. Ultimately, these findings underscore that higher
token demand increases resource consumption, making it the
primary driver of cost growth while enhancing the profitability
of ASPs.

3) Maximum Tolerable Latency k: As the value of k
increases, the reward Rp; per unit of Q77 provided by MU
1 to ASP 1 gradually decreases (Fig. 5(g)). This occurs
because the increase in x makes MU 1’s demand less urgent,
allowing ASP 1 to meet MU 1’s requirements with fewer
resources (Fig. 5(h)), thereby lowering the cost per unit of
QoE. Moreover, both the utilities of MU 1 and ASP 1 show an
upward trend (Fig. 5(i)). For MU 1, lower service requirements
naturally result in cost savings and higher utility. For ASP
1, a larger « facilitates more cost-efficient service provision,
thereby enhancing its utility. Overall, the increase in x allows
ASPs to reduce resource consumption and increase benefits.
However, to ensure fairness and consistency across tasks of the
same type, the s value should be uniformly set by ASPs. A
reasonable relaxation of latency constraints can lower costs
while ensuring service quality, ultimately yielding mutual
benefits for both MUs and ASPs.
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Fig. 5. The impact of three parameters on the decisions of MU 1 and ASP 1.

4) Number of MUs and ASPs: The increasing trends ob-
served in Fig. 6(a) for ASPs are attributed to continued
market expansion. With the increase in MUs, the demand
for their services expands, thereby driving the profitability of
ASPs. This growth reflects the positive correlation between the
number of MUs and the average utility of ASPs. In contrast,
the stability of the average MU utility (fluctuation range < 5%)
stems from the emergence of a Nash equilibrium in the non-
cooperative game. When new MUs enter the system, existing
MUs strategically adjust their reward strategies to respond to
competition and maximize their utilities. As the number of
ASPs increases, the average utility of MUs gradually rises,
while the average utility of ASPs decreases (Fig. 6(b)). This
is because when new ASPs are added, MUs reduce the total
incentive rewards for each ASP to lower costs, thereby in-
creasing their utilities. However, this reward reduction directly
affects the ASP’s revenue, leading to a decline in its average
utility. Furthermore, MUs’ benefits are based on the QoE
evaluation of all tasks, making MUs more concerned with the
overall benefits of all tasks rather than an individual task. The
above findings indicate that, as the market size expands, the
average utility of MUs remains relatively stable, while the
benefits for ASPs are influenced by the number of MUs and

(h) Resource allocation.

600 900 1200 1500
The maximum tolerable latency

900 1200 1500
tolerable latency

]

() Utilities of ASP 1 and MU 1.

TABLE IV
PERSONALIZED DEMANDS OF MUS.

AIGC Service Provider 1  AIGC Service Provider 2

MU (0 =1e 7,2 =200) (0= 1le %,z = 1400)
MU2 (6 =1e 9,2 =500) (0=1le ",z = 1200)
MU3 (0 =1e 8,2 =800) (0= 1le & z° = 1000)

Note: The maximum tolerable latency of ASP 1 and ASP 2 are
500ms and 1000ms, respectively.

ASPs.

B. Case of Two ASPs and Three MUs

Based on a set of predefined personalized demands, the
QoE-driven incentive mechanism optimally determines re-
wards for each MU and allocates resources for each ASP.
This study highlights the varied AIGC service demands of
three distinct MUs, including voice-guided navigation for
autonomous driving and academic writing services. As shown
in Table IV, MUs prioritize accuracy and concise responses to
enhance safety and overall experience in autonomous driving.



TABLE V
RESULTS OF THE QOE-DRIVEN INCENTIVE MECHANISM:
REWARD DECISIONS FOR MUS AND RESOURCE ALLOCATION DECISIONS FOR ASPS.

AIGC Service Provider 1

AIGC Service Provider 2

computational ~ communication rewards  QoE computational ~ communication rewards QoE

resource resource resource resource
MU 1 0.4 1.58 0.06 353 0.62 1.73 0.056 730
MU 2 0.93 2.13 0.1 298 1.23 2.71 0.086 643
MU 3 1.44 2.82 0.126 255 0.99 2.26 0.076 674

Note: The units of computational and communication resources are TFLOPs and MHz, respectively.
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Fig. 6. Impacts of the number of MUs/ASPs on utilities.

Conversely, academic writing services focus on the richness
and granularity of AIGC.

Table V presents the results obtained through the QoE-
driven incentive mechanism. The two ASPs adopt different
resource allocation strategies based on the specific service
demands of the MUs. For example, MU 3 has high demands
for both accuracy and the number of output tokens from
ASP 1, leading to the highest rewards allocated to ASP
1. In response, ASP 1 allocates more computational and
communication resources to meet MU 3’s service requests.
However, despite the higher reward, the QoE for MU 3 is
the lowest. This is because meeting MU 3’s more stringent

requirements requires more resources, increasing the total cost
and pushing the completion time closer to the maximum
tolerable limit. Under our QoE formulation, a lower value
directly corresponds to a reduced latency margin, signifying a
poorer quality of experience in terms of service timeliness.

The case study illustrates the practical value of the in-
centive mechanism by effectively addressing the personalized
demands of the MUs. This not only alleviates the resource
allocation challenges faced by ASPs but also enhances MUs’
satisfaction, thereby improving the overall operational effi-
ciency and competitiveness of the service ecosystem.

C. Comparative Analysis

We conduct a comparative analysis with four incentive
design schemes, which can be divided into two categories:
(1) joint resource optimization schemes under different reward
mechanisms, and (2) different resource allocation schemes
under the same reward mechanism. This comparison demon-
strates that our proposed scheme effectively reduces service
access costs for MUs while minimizing resource consumption
of ASPs. The four schemes are summarized as follows:

o Ratio-based (fixed total reward): Applying the ratio
idea from [47], MUs decide the reward of unit QoE
proportionally based on a fixed total price Riotq;. The
total price can be flexibly decided, e.g., Riptq; = D Or
Riotar = 1. ASPs jointly optimize the computational and
communication resource allocation based on the rewards
and resource constraints to satisfy the personalized de-
mands of MUs.

o Token-based: MUs dynamically adjust rewards based on
the number of input and output tokens, similar to the
pricing model used by ChatGPT*. ASPs jointly optimize
resource allocation based on the rewards and token con-
sumption by MUs.

e OnlyF: Inspired by the optimization ideas of [10], [21],
each MU determines its rewards based on the expected
QoE. ASPs optimize computational resource allocation,
while communication resources are equally distributed
among MU .

e OnlyB: Similar to OnlyF, the reward in OnlyB is based
on QoE. However, ASPs focus on optimizing communi-
cation resource allocation [7], [9], while computational
resources are equally divided among MUs.

“https://openai.com/api/pricing/



o
N}

9 1.0 L it LT T TP .‘..........._..:_..;_.. _________ -
g Scheme w7

— —8— Proposed -

o] & Ratiol "

on Ratio2 ,’

g 0.8 -4- Token R4

3 = OnyF ¢

o On\yB,

2 e 0.30

= 0.6 ’ —e— Proposed
o a 0251 e onyF
0 | ¢

o 0.204

=

— 0.15

£ 041 010

o

=

=

<

-

=

£

]

©

10 15 20 25
The number of MUs
(a) Computational overhead.
A~
< 3000 et -
g ,/’ N-‘\\
' ~<
- S~o
., 2500 r’ R, -
o 120—‘\ —e OnlyB 28”‘\ —e— Proposed Scheme
; 2000 1100 4 \\ ...... Y ‘ ,TOW; * \\ oo omE _—: :raotipcowsed
8 80 ""\\'\'* 24\ Ratio2
2] \ -4+ Token
O 15004 604 \\ \ = OnlyF
an 0] SN zo—'/v\x\\r'_‘ —e OnyB
8 ‘*.-__. 184 “*)@--_)e__-x
Og 1000 5 10 15 20 25 5 10 15 20 25
[a+]
O 500
=
0 Frman ey Braririzziziirarec et Y SR 4
5 10 15 20 25
The number of MUs

(c) The average cost of MUs.

Fig. 7. The impact of the number of MUs on different schemes.

We evaluate the proposed incentive mechanism against the
above schemes across resource usage ratio and average cost
of MUs (ASPs). The results demonstrate that the proposed
scheme achieves superior efficiency, scalability, and cost-
effectiveness through a QoE-driven incentive mechanism and
joint resource optimization.

As shown in Figs. 7(a) and 7(b), the proposed scheme
reduces average resource usage ratio by approximately 75%,
68% and 77% compared to Ratiol (Riotqr = 5), Ratio2
(Riotat = 1) and Token schemes. This improvement is re-
flected in the average cost of the ASPs, as illustrated in
Fig. 7(d), where the proposed consistently maintains the lowest
cost. Furthermore, the non-cooperative game between MUSs
leads to a stable utility, with the proposed’s average MU
cost fluctuating narrowly between 19.09 and 21.08 (Fig. 7(c)),
avoiding the extreme volatility seen in Ratiol (2,468 —3,223)
and Ratio2 (488 — 729). These results stem from the ability
of the proposed mechanism to dynamically adjust rewards
based on QoE, enabling cost control in the competition. In
contrast, Ratio-based schemes have high unit reward due to the
high R;,.q; setting, forcing ASPs to over-provision resources
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(e.g., Ratiol’s computational resource usage ratio is 1.0 for
20+ MUs). The Token scheme determines the unit reward
based solely on the total number of input and output tokens
without considering the personalized demands of MUs. Such a
model leads to resource wastage, especially when demand for
certain resources is lower than expected, and it fails to adapt
to dynamic load changes.

For both OmnlyF and OnlyB, the average MU cost and
utilization of the optimized resource decrease. OnlyF fully
utilizes communication resources (1.0) while incurring a lower
average MU cost and consuming less computational resources
than proposed. However, this increases the average ASP cost
due to over-provisioning communication resources. Similarly,
in OnlyB, the average MU cost decreases from 126.52 to
26.03, but the ASP cost surges to 419.68. This is because
the computational resources are allocated equally without
considering actual needs, leading to resource wastage and
increased costs. By jointly optimizing both computational and
communication resources, the proposed avoids these pitfalls
and achieves resource allocation on demand.

As shown in Fig. 8, as the number of ASPs (i.e., parallel
tasks) increases, the proposed saves approximately 73% in
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Fig. 8. The impact of the number of ASPs on different schemes.

computational and communication overhead, 75% in average
cost of MUs, and 84% in average cost of ASPs compared to
the other schemes. This is because, when new ASPs are added,
MUs, aiming to maximize their benefits, reduce the rewards
given to each ASP, resulting in a decrease in both the average
cost of MUs and ASPs. This phenomenon reflects the proposed
scheme’s adaptability and on-demand resource allocation ca-
pabilities. Ratio2 clearly outperforms Ratiol, primarily due to
the impact of the fixed total price Riotqi- If Riotqr 1S set too
high, it can lead to overuse of resources; conversely, if set too
low, it may fail to meet the service requirements of MUs. This
method limits flexibility and adaptability, causing unnecessary
resource waste or ineffective service. In addition, the average
cost of MUs and ASPs for OnlyF and OnlyB exhibit variations
influenced by the total resources and cost factors, indicating
that single resource optimization is insufficient to maximize
benefits effectively. For Token, the average cost of ASPs con-
tinues to increase because the resource usage ratio is always
kept at 1.0. It cannot be dynamically adjusted according to the
actual load, resulting in inefficient use of resources.

In summary, existing schemes, including fixed total reward-
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based approaches (Ratiol/Ratio2), single-dimensional opti-
mization strategies (OnlyF/OnlyB), and token-based rewards
(Token), exhibit limitations in balancing the interests of both
ASPs and MUs. In contrast, the proposed, leveraging QoE-
driven dynamic rewards and joint resource optimization, en-
ables efficient on-demand resource allocation. As a result,
it achieves average reductions of approximately 64.9% in
computational and communication overhead, 66.5% in the
service cost for MUs, and 76.8% in the resource consumption
of ASPs.

VII. CONCLUSION

In this paper, we addressed the challenge of delivering
personalized AIGC services in resource-constrained edge net-
works. Our key contribution was the design of a novel multi-
dimensional QoE metric that effectively captured the personal-
ized demands of MUs by incorporating AIGC accuracy, token
count, and service latency. We quantified model accuracy by
measuring the performance gap in chain-of-thought (CoT)
reasoning and validated its effectiveness using the ScienceQA
benchmark. To cope with limited ASP resources and the com-
petition among MUs, we developed a QoE-driven incentive



mechanism for personalized service provisioning. We reformu-
lated the incentive process as an EPEC, proved the existence
and uniqueness of the equilibrium, and proposed a dual-
perturbation reward optimization algorithm to compute the
optimal solution. Extensive experiments demonstrated that our
mechanism achieves efficient, on-demand resource allocation
while significantly reducing the overall cost for both ASPs and
MUs.

APPENDIX A
PROOF OF CONVERGENCE

Theorem. Suppose the following assumptions [45] hold:

(A1) Each utility U™ (R,,) is strictly concave and continu-
ously differentiable in R,,,

(A2) The perturbation directions are bounded, i.e.,
dt, for all m € M,

(A3) The difference of rewards between two iterations is
bounded, i.e., ||R57t1) — Rgf)”% < Rb, YVt #£ s, t,s €
{1,...,T}, where R}, is a constant.

Then, under different step size settings, the convergence prop-

erties of Algorithm 1 are as follows:
(i) If the step sizes Ay satisfy > oo Ay = 00, o) A7 <
00, then Algorithm I converges to an e-Nash equilibrium

W3 <

(NE), i.e.,

T6 Z Z (Umu R’:n) U;?u(R(t)))] <€
within T, = O(exp( )) iterations, where Kk =
(X SN (Rpoe)? + MNE),

(ii) If the step size is fixed as Ay = A, then Algorithm 1

Adj Ady Ad},
approaches a [ S T s M} neighborhood of a
’
NE at a rate of O (%), where € = € — %, K =

M max\2 N
%, valid for all € > %.

Proof. We prove convergence by analyzing the total utility gap
and the distance to the NE point R* = (Rf,...,R},), where
R}, uniquely maximizes U (R,,, R*,,) for each MU m €
M. The proof proceeds in four steps.

Step 1: Direction Selection via Two-Sided Finite Difference

For each RS}),,,, the direction de)n is designed to approx-
imate the gradient sign using a two-sided finite difference.
Given the utility function U"*(R,,) is continuously differ-
entiable (Al), we evaluate the utility at perturbed rewards

21 ﬂ:AtI

Uz (RS, + ALRY, ) ~ Uz (RO, RY, ) + A, 208
" 8an
A2 aQU:Ter
S oA,
8(an)2
oL
Un (R, — 8, RY), ) ~ U (R, RY), ) — A=
’ 0

A QUL L s
=t -
2 9(RY),)?

Subtracting the above equations gives the utility difference:

Ut (R, + AL RY), ) = U (R, = AL RY), )
mu 2()
~~ 2AtaU O(Af). 20)
P R(t)
Thus, the gradient estimate becomes:
o UmnR + AGRY, ) = U (R, - AL RY), )
gnm - 2At
aUmu
~ 7’8) + O(Af).
8an
(21)
The corresponding direction is then selected as:
1 if g >0,
df), =sign(g{,) =4 —1 if gim <0,  (22)
0 if gt ~o0.
Since gﬁf,)n ~ 82:;)” , this yields:
aUm’LL
st (250 ) )~ (VU R, @)

with an approximation error of O(A?). This two-sided finite
difference approach provides a more accurate gradient sign
estimate than single-sided comparisons, enhancing robustness
and aligning with zeroth-order optimization techniques.

Step 2: Monotonic Utility Im(provement and Utility Gap
Since dﬁ,) ~ sign(VU™ we use dgn) as the ascent
direction for U] in the followmg analysis. The update:

RIFD =R + A,dD, (24)

implements a sign-based gradient ascent on U;*. Since U'"
is strictly concave (Al), if dﬁle # 0, then U,;”“(R%H)) >
um (R%)). If de)n = (, the utility remains unchanged. Thus,
the sequence {Ugu(Rﬁ,?)}ggl is non-decreasing for each m.
The algorithm aims to minimize the utility gap:

M

D=y (Un(Ry) U (RE)) =0, (25)
m=1
where R, is the reward vector maximizing U"*(R,,). For

concave functions (A1), the subgradient inequality holds [48]:

U (Ry,) < Ui (RE)) + VU (RD) T (R, — R()).
(26)
Summing over all MUs:
M
Dy <Y VURRE)T(R;, - RY)). (27)
m=1
Using d¥) ~ sign(VUm(R)), we approximate:

Z VUL R (R, —R)) ~ ()T (R -R™), (28)
where d(¥) = (dgt), ey dg\?) and R = (Rgt), ey Rgf[))
Therefore, the utility gap is upper bounded by:

D; < @) (R*—RY) = AD)T(RY —R*) < -D,.
(29)



Step 3: Distance to Optimal Point

The feasible set is compact, with ||R7(f1) - Rgﬁb)Hg < R},
where R = N(R™22x)2(A3). Thus, the total squared distance
across all MUs is upper bounded:

i

Z Rmax

" G0
Next, consider the squared Euclidean distance between the
current reward profile and the optimal R*:

||R(t+1)
— HR(t) _

M
HR(t) _ R(S)||§ <R", Rt = Z RT—;
m=1

R*|2 = |R® +Atd(t
R*||2 4+ 2A,(d®)T(R®

R

- R+ A7|ld@ 3.
(31

Using the inequality (d®)T(R®) — R*) < —D, from Step

2, we obtain:

IRD-R*|2 < |RO-R*|3—-2A,D,+A7|dP |3, (32)

Step 4: Convergence Rate
By averaging the inequality in Step 3 over iterations { =
1,...,T:

T T
1 * 1 *
F IR R < RO - R

t=1

|
el
(1~

t=1

(33)
This can be rewritten recursively as:

T

1 * *

7 2 IR —RAE < [RW —R5 —
t=1

N

T t
2D A
t=1 [=1

1 T t
-0 Ara

t=1 =1

(34)
Since Zle% > = Zf:l Sy 1, the second term in the
right-hand-side of (34) can be expressed as:

9 T t 9 t
SHWCEE o DY
it = le[1,t]
(35)
2 o~ 1 &
> = Al = Dy,
(TZ 1 l>T i, D

t=1 |=
Substituting (35) into (34), we derive the following bound:

T % T
||R(1) -R ”2 TZt 12:;5 1Al2||d(l)||%

T
1
AcDi+ 7> ATV

1
—Z min D; <
T t=1 LeLy T Zt 1 Zl 1 A

T *
AL RO — R 3
T t :
% Zt:l 21:1 Ay

(36)
Since &S] IR —R*[2 > 0 and |[RMD —R*||3 < R,
it follows that:
T T t
1 R+ 1 - a A2 d(l) 2
- Z min D; < t7 Zt_l 21_1 il ||2 (37)

T t
% Zt:l 21:1 Ay

Substituting the step size A; = 7 into (37) and using the
facts that |d®3 S MN (A2), A? = “—2, and the inequality

i E <Y p = 6,weobtaun

T ¢ T
1 0 uw?MN 1 271'2
) WINITUIEFEEED 3) SRV VL

t=1 1=1 t=1 1=

(38)

Moreover, leveraglng the properties of the harmonic num-
ber [48]: Zl L =logt+ 4 — e +O(t) mlog t+ o+,
where £ denotes a small residual constant. Based on this
approximation, the following result can be derived:

—
o~

T .
1 K
— min D; <
T tzzl Lol Fii(logt+ 3+ /) (39
< ~ ,
~ 2logT + 2k 2logT
where i = (% M (Rmaw)2 —t—MN%).
Since Zt 1 logt = O(TlogT) and hence

Thm *Zt 1logt — oo, which implies that Algorithm
—

1 converges to a stationary point. Assume that for 7. > T
and T, is a very large number, we try to achieve the accuracy
of T% 23;1 minge(y4) D = €. From (39) and concavity of
logarithm function, we can obtain:

= logT. < r = T.=0 (exp (K)> .
€ €
(40)
Therefore, Algorithm 1 guarantees convergence to an e-NE at
a speed of O (exp (£)).

e<
~ 2logT.

To reduce the convergence complexity of Algorithm 1,
one practical strategy is to relax the required solution

accuracy. Specifically, the variable R,,, can only
be selected from a finite discrete set, i.e., R,, €
. R z_pm in . 2(R'maw _ann) o
min main mwn
Ry, —mem - RO S - RN

where L is a fixed quantization level. This discretization
can be effectively modeled by using a constant step size
A = w in the update rule, which transforms the
action space into a finite set.

Substituting A; = A into (37), and using the bounded
direction ||d®V||2 < MN (A2), the numerator of (37) is
bounded as:

1 T t
fZZ A7la® 3 < A
t=1 =1

d AZMN(T+ 0}
N

(4D
Similarly, the denominator becomes:
2 & JT(TH+1)
= Ap=2A————= =A(T+1). 42
2y a =D Ay @
t=1 1=1
Therefore, (37) yields:
1w R* AMN
— min D; < — + (43)
T —enn A(T +1) 2

max
R,



Assuming that T, > T and T is a very large number, we try
to achieve the accuracy of 7 ZtT;l mingepy 4 Di = €. Then,
we can derive the following inequality:

AMN R*
€— < = . (44)
2 AT, +1)
Let e =¢— AJ‘;[N, valid when ¢ > AAgN, we obtain:
RT R* !
< r<l = T;O(’i), (45)
AT+ 1) A€ €
where k' = w, for all € > M%.

In this case, if th% initial point is not appropriately chosen,
Algorithm 1 will be unstable for the first few iterations, i.e.,
fluctuating between different neighborhood of NEs. However,
when the number of iterations is large, the Algorithm 1

+ Agt A g+
approaches a [Agl , Azd"‘ e #] neighborhood of a NE at
a rate of O(%).
O
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