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Abstract—This paper investigates the information freshness of two-way relay networks (TWRNs) operated with physical-layer network
coding (PNC). Information freshness is quantified by age of information (AoI), defined as the time elapsed since the generation time of
the latest received information update. PNC reduces the communication latency of TWRNs by turning superimposed electromagnetic
waves into network-coded messages so that end users can send update packets to each other more frequently via the relay. While
sending update packets more frequently has the potential to reduce AoI, how to handle packet corruption in TWRNs has not been
investigated. Specifically, if an old packet is corrupted in any hop of a TWRN, one needs to decide whether to drop or to retransmit the
old packet, e.g., a new packet has more recent information but may take more time to be delivered. Therefore, we study the average
AoI with and without automatic repeat request (ARQ) in PNC-enabled TWRNs. Interestingly, our analysis shows that neither the
non-ARQ scheme nor the pure ARQ scheme achieves a good average AoI. Hence, we put forth an uplink-lost-then-drop (ULTD)
protocol that combines packet drop and ARQ. Experiments on software-defined radios indicate that ULTD significantly outperforms
non-ARQ and pure ARQ schemes in terms of average AoI, especially when the two end users have imbalanced channel conditions.
We believe the insight of ULTD on TWRNs generally applies to other two-hop networks: to achieve high information freshness, when
packets are corrupted in the first hop, new packets should be generated and sent (i.e., old packets are discarded); when packets are
corrupted in the second hop, old packets should be retransmitted until they are successfully received.

Index Terms—Age of information (AoI), automatic repeat request (ARQ), information freshness, physical-layer network coding (PNC)

✦

1 INTRODUCTION

In recent years, age of information (AoI) has been recog-
nized as a key performance metric for measuring informa-
tion freshness in next-generation communication networks
[1]–[3]. In many real-time monitoring and control systems,
such as traffic monitoring in vehicular networks [4] and
motion control in the industrial Internet of Things (IIoT) [5],
timely delivery of regular and frequent information updates
is crucial because correct decision making or precise control
relies on real-time data. Prior studies have shown that con-
ventional performance metrics, such as information rate and
packet delay, are not appropriate to quantify information
freshness in emerging timely information update systems
[1], [2].

AoI is defined as the time elapsed since the generation
time of the latest received information update at the des-
tination [1]–[3]. Precisely, AoI captures both the delay and
the generation timestamp of each information update. If at
time t, the latest information update received by the receiver
was an update packet generated by the source at time t′,
then the instantaneous AoI at time t is t − t′. Since AoI
characterizes the effect of packet delay from the perspective
of the destination, it is quite different from the conventional
delay or latency metrics. For example, prior works have
studied the “average AoI” in various networks, defined
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as the time average of the instantaneous AoI over a long
period [2]. The analyses and optimizations of average AoI
have shown that the optimality conditions for AoI often
do not coincide with those for conventional metrics such
as throughput and latency [1].

In a typical information update system setup, two end
users need to send their latest update packets to each other
over a wireless medium, in which they could be far away
from each other (i.e., lacking a direct link). A dedicated
relay is employed to extend the network coverage and help
forward the update packets from both end users, as shown
in Fig. 1. Such a network is known in the literature as a two-
way relay network (TWRN) [6]. TWRN-type information
update systems can be found in many scenarios. For exam-
ple, in the emerging vehicle-to-everything (V2X) networks,
two distant vehicles send periodic basic safety messages
(BSM) to each other with the help of a road-side unit (RSU)
as a relay [7]. The BSM generated by each vehicle usually
contains immediate status information about the vehicle,
such as velocity, direction, acceleration, and position. Since
the periodic exchange of BSMs creates mutual awareness
of the surroundings, it is crucial to receive fresh BSMs to
reduce the risk of road accidents.

Although the relay helps to extend the network cov-
erage and forms a TWRN, the additional hop increases
the communication delay of two-way communication. The
traditional store-and-forward relaying scheme requires a
total of four time slots for the two end users to deliver
a packet to each other (i.e., each user spends two time
slots to send a packet to the other user) [6]. Physical-
layer network coding (PNC) is a key technique to reduce
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Fig. 1. A PNC-enabled two-way relay information update system, where
two end users A and B want to send update packets to each other with
the help of a relay.

communication latency and increase network throughput
[6], [8]. PNC turns the mutual interference (superimposed
signals) from simultaneously transmitting users into useful
network-coded information. To see this, let us focus on a
PNC-enabled TWRN shown in Fig. 1. Compared with tra-
ditional store-and-forward relaying, PNC reduces the total
number of time slots for exchanging two packets from four
to two. Specifically, the first time slot is an uplink phase
in which the two end users simultaneously send packets
to the relay. In the second time slot, the relay performs
PNC decoding on the superimposed received signals and
broadcasts back a network-coded packet to the end users in
the downlink phase [6], [8]. We refer to the network-coded
packet as a PNC packet, an eXclusive-OR (XOR) of the two
source packets from the end users. Upon receiving the PNC
packet, the two end users subtract their self-packet from the
PNC packet to obtain the packet from the other user. As a
result, PNC halves the transmission time and doubles the
throughput of a TWRN [8].

In the context of information update systems, this paper
considers the generate-at-will model, where the latest in-
formation about the observed phenomenon can be sampled
whenever the source has an opportunity to send [2]. Since
PNC reduces the time for one user to receive packets from
the other user, end users can sample and send update pack-
ets to each other more frequently. When packet transmission
is successful in every hop, more frequent updates result
in higher information freshness (i.e., lower AoI). However,
in practice, update packets are typically short. Information
theory reveals that with finite block lengths, the packet
error rates (PERs) cannot go to zero [9]. Although PNC is
promising to achieve high information freshness, it has not
been well investigated when update packets are corrupted
in the uplink or downlink phase. In particular, how to deal
with corrupted packets becomes a critical issue to achieve
low AoI, especially in TWRNs with two hops. This paper is
an attempt to fill this research gap.

Traditional wireless communication systems use auto-
matic repeat request (ARQ) to ensure reliable transmission
through packet retransmission [10]. That is, the receiver
sends feedback to the transmitter. If a packet is corrupted,
the same packet is retransmitted until it is successfully
received. However, applying ARQ directly to information
update systems may lead to high average AoI, since the
number of retransmissions could be arbitrarily large. Prior
studies on single-hop networks have indicated that a non-
ARQ scheme, which sends a new packet immediately once

the old packet got corrupted, outperforms the classical
ARQ scheme significantly [11]. This is because new packets
always have more recent information (and old packets be-
come obsolete once new packets are generated). However,
in two-hop TWRNs, new packets may require more time
to be delivered, e.g., when a packet gets corrupted in the
second hop, the transmission has to restart from the first
hop. Therefore, a quantitative investigation is needed to
study the relative merits between ARQ and packet drop.

In this paper, we first investigate the average AoI of a
PNC-enabled TWRN under two protocols, namely, once-
lost-then-drop (OLTD) and reliable packet transmission
(RPT). In OLTD, once a packet gets corrupted in either the
uplink or downlink phase, both end users generate and
send new packets to the relay immediately, i.e., a non-ARQ
scheme without packet retransmission. By contrast, in RPT,
link-by-link ARQ is used in both the uplink and downlink
transmissions to ensure that no packets are lost.

Interestingly, unlike single-hop networks, our theoretical
analysis shows that OLTD improves little over RTP in error-
prone environments. This indicates that neither the non-
ARQ protocol (OLTD, in which old packets are always
dropped) nor the pure ARQ protocol (RPT, in which old
packets are always retransmitted) achieves a low average
AoI in TWRNs. This observation is different from that in
single-hop networks [11]. The problem with OLTD is that
the PNC packet decoded at the relay is sent only once in the
downlink, regardless of the decoding result. If the downlink
packet is corrupted, retransmission once could have helped
recover it (and hence have a successful update instantly),
but OLTD blindly restarts from the uplink phase. Therefore,
to reduce the average AoI, we put forth an uplink-lost-
then-drop (ULTD) protocol that exploits the advantages of
OLTD and RPT. More specifically, in the uplink phase, when
the relay fails to decode the PNC packet, old packets are
dropped, and the two end users send new packets to the re-
lay afterward. In the downlink phase, ARQ is used to ensure
reliable transmission. Hence, ULTD strategically leverages
both packet drop and ARQ to enhance the information
freshness of TWRNs.

For performance evaluation, we compare the average
AoI of different protocols theoretically and experimentally.
We first use Gallager’s random coding bound (RCB) to
estimate the PERs of short packets with different block
lengths (i.e., the PERs of both uplink and downlink in
TWRNs). We compare the average AoI of the three proto-
cols under different block lengths and signal-to-noise ratios
(SNRs). Our theoretical analysis shows that in error-prone
wireless networks, the average AoI performance of ULTD
is significantly better than that of RPT and OLTD. For con-
cept proving in real-world environments, we conduct real
experiments on software-defined radios (SDR). When the
two users have the same channel condition with respect to
the relay, our experimental results show that ULTD reduces
the average AoI by 22% and 34% compared with OLTD and
RPT, respectively, when the SNR is 7.5 dB under practical
medium access control (MAC) designs of the three proto-
cols. Furthermore, when the two users have imbalanced
channel conditions, the performance improvement of ULTD
is more pronounced, indicating that ULTD is more robust
against time-varying channel conditions in practice. Overall,
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thanks to ARQ and packet drop integration, ULTD is a
preferable protocol for achieving high information freshness
in TWRNs operated with PNC.

To sum up, we have three major contributions:

(1) We study PNC-enabled TWRNs with AoI require-
ments. Specifically, we are the first to investigate
ARQ protocols in TWRNs to handle corrupted pack-
ets in uplink and downlink transmissions, aiming at
high information freshness.

(2) We design an uplink-lost-then-drop (ULTD) proto-
col for PNC-enabled TWRNs. In particular, ULTD
leverages both packet drop (dropping old packets
and sending new ones in the uplink) and ARQ (re-
transmitting old packets until they are successfully
received in the downlink), which is a key principle
for achieving low AoI in error-prone TWRNs with
two hops. We believe the insights from ULTD are
generally applicable to other two-hop networks.

(3) We demonstrate the practical feasibility of ULTD
in a practical SDR environment. Our experiments
show that ULTD outperforms both the classical ARQ
scheme and the non-ARQ scheme in terms of average
AoI, especially when the channel conditions between
the two end users and the relay are imbalanced. In
other words, ULTD is more robust to time-varying
channels in practical applications. Furthermore, our
experimental investigation confirms that the optimal
scheme for AoI often does not coincide with that
for conventional metrics, such as throughput and
latency, in a PNC-enabled TWRN setting.

2 RELATED WORK

Age of information (AoI), as a new performance metric,
has attracted considerable research interests in recent years
[1], [2]. It was first proposed to characterize the timeliness
of safety packets in vehicular networks [4]. Later, AoI was
studied under different communication and network mod-
els. Prior AoI works focused more on the upper layers of
the communication protocol stack (i.e., above the physi-
cal (PHY) and MAC layers). We refer the readers to the
monograph [3] and the references therein for important
research results. For example, early works focused on an-
alyzing the AoI performance of different systems modeled
by various abstract queueing models, in which information
update packets arrive at the source node randomly follow-
ing a memoryless Poisson process [3], [12]–[14]. Different
scheduling policies [15]–[19] are then examined with the aim
of minimizing different AoI metrics, such as average AoI [3],
peak AoI [20], bounded AoI [21], etc. By contrast, our work
does not study queueing models: there is no queue at the
source nodes. We adopt a generate-at-will model, wherein
the source node will make measurements and generate an
update packet only when it has the opportunity to transmit
[2], [22].

Moving down to the PHY and MAC layers, imperfect
updating channels, such as noisy channels with transmis-
sion errors, were studied in various wireless information
update scenarios [22]–[24]. Previous works optimized the
average AoI by using packet retransmission to deal with the
wireless impairments, including both ARQ and hybrid ARQ

(HARQ) [11], [25]–[28]. In particular, recent studies have
shown that packet preemption has a significant advantage
in terms of average AoI, i.e., dropping and replacing old
packets with new ones, which always contain more up-to-
date information [29]. For example, [26] proposed a trun-
cated ARQ scheme where the same old update packet is
sent only a limited number of times until the maximum
allowed number is reached. Moreover, advanced coding
schemes were proposed to combine old packets and new
packets into the same transmission as a form of ARQ or
HARQ. When an old packet is retransmitted, a new packet
is embedded in the old packet using different methods, e.g.,
joint packet coding is used in [27], [30]. In order to improve
information freshness, dropping old packets properly was
shown to be an effective way to balance the error correction
of old packets and fast decoding of new packets in [27].
Inspired by these previous studies, this paper considers both
packet drop and ARQ to lower the average AoI of TWRNs.

Despite the above efforts, only a few AoI studies have
been dedicated to networks beyond one hop. In particular,
the impacts of packet drop and ARQ schemes on AoI in each
hop have not been well investigated. Ref. [31] abstracted a
large multi-hop network as a directed graph and developed
scheduling policies to achieve age-optimality or near age-
optimality with a single information flow; [32] studied AoI
and throughput optimization in routing-aware multi-hop
networks. However, they did not focus on PHY or MAC
layers. Refs. [33], [34] considered the age and energy tradeoff
in a one-way multi-relay network with two hops. They mod-
eled the PHY-layer PER using the short-packet theory and
studied the relay selection strategy. Nevertheless, no packet
drop or ARQ is studied in [33], [34]. In addition, unlike the
single information flow in [31], [33], [34], the TWRN model
considered in our work consists of bidirectional information
flows, i.e., two end users exchange update packets with the
help of a relay.

Very recently, [35], [36] investigated the potentials of
applying PNC to information update systems. The first
application of PNC to reduce the average AoI was stud-
ied in a non-orthogonal multiple access (NOMA) network
presented in [35]. The authors showed that by combining
PNC with multiuser decoding techniques, the decoded PNC
packets significantly reduce the average AoI compared with
conventional orthogonal multiple access (OMA). However,
the results of [35] cannot be directly applied to the current
work because [35] studied a single-hop network without
relays. Ref. [36] evaluated the average AoI of TWRNs where
the relay adopts an amplify-and-forward (AF) strategy. The
received superimposed signals are amplified at the relay
and forwarded to end users. The end user makes use of the
amplified signals and its own update packet to decode the
other user’s update packet. By contrast, our work employs
a decode-and-forward (DF) strategy where the relay tries to
decode PNC packets explicitly. Hence, unlike DF, AF does
not involve a link-by-link ARQ study due to its simplicity.
For DF, we are the first to investigate how to deal with the
corrupted packets to enhance the information freshness of
TWRNs.
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Fig. 2. The general architecture of information processing at the end nodes and the relay in a PNC-enabled TWRN.

3 PRELIMINARIES

3.1 System Model

We consider a TWRN where two end users A and B want
to send information update packets to each other with the
help of a relay, as shown in Fig. 1. In an information update
system, each end user (say, user A) wants to receive the
update packets from the other end user (say, user B) as
timely as possible. The timeliness is characterized by age
of information (AoI) that will be formally defined in Section
3.2.

In a TWRN operated with PNC, only two time slots are
required for the two end users to communicate with each
other via a relay. As shown in Fig. 1, the first time slot is the
uplink transmission phase from both end users to the relay,
and the second time slot is a downlink transmission phase
from the relay to the end users. In time slot 1, as illustrated
in Fig. 2, the two users generate their respective packets
CA and CB , which are then channel-coded into V A and
V B , respectively. When the two users transmit to the relay
simultaneously1 , the relay receives superimposed signals.
A PNC decoder attempts to decode a linear combination of
the two packets CA and CB from the superimposed signals,
i.e., a PNC packet CA⊕CB is the eXclusive-OR (XOR) of CA

and CB . In time slot 2, the relay broadcasts CA⊕CB to both
end users. An end user can recover the packet of the other
user with the help of the received PNC packet CA⊕CB and
its own packet. For example, user A can obtain packet CB

because CB = (CA ⊕ CB)⊕ CA.
Throughout this paper, we adopt the XOR-channel de-

coding (XOR-CD) approach for PNC decoding in the uplink
[8]. XOR-CD works and is easy to be implemented because
it exploits the linearity of linear channel codes such as
convolutional codes. Specifically, if we define Γ(·) as the
convolutional encoding operation, we have

Γ
(
CA ⊕ CB

)
= Γ

(
CA
)
⊕ Γ

(
CB
)
= V A ⊕ V B . (1)

As such, in the XOR-CD decoder, the received superim-
posed signals are first passed through a PNC demodulator
to obtain bit-wise XOR information, i.e., XOR bits V A⊕V B .
Then, these XOR bits are fed to a standard Viterbi decoder

1. In a practical implementation, the relay can act as a controller and
send a trigger frame to trigger the simultaneous transmission of the
two users (see the MAC protocol in Section 6 for details).

(as used in conventional 802.11 WLAN systems) to decode
the PNC packet CA ⊕ CB . The XOR bits can be soft bits or
hard bits. This paper considers soft bit-wise XOR informa-
tion, and the detailed computation of the soft bits can be
found in the Appendix of this paper and [8].

Compared with the traditional non-network-coded re-
laying scheme, PNC reduces the number of transmission
time slots from four to two for the exchange of two packets
between user A and user B [8]. Although PNC is well-
known for reducing the communication latency of TWRNs,
its merits have not been well investigated when the system
performance metric is information freshness. Next, we in-
troduce the AoI metric to evaluate information freshness in
this paper.

3.2 Age of Information (AoI)
We consider the update packets sent by user A. In practice,
to monitor physical quantities, a user may generate a time-
stamped packet to report its status at the current time.
At time instant t, suppose that the most recently received
update packet from user A available at the destination (user
B) was generated at time GA(t). Age of information (AoI) of
user A, ∆A(t), is a function of time t defined as

∆A(t) = t−GA(t) (2)

which is measured at user B. That is, ∆A(t) is the time
difference between the current time t and the generation
time GA(t) of the freshest received update. Hence, a small
∆A(t) implies the existence of a fresh status sample at the
destination.

Accordingly, the instantaneous AoI of user B, ∆B(t),
measured at user A, is ∆B(t) = t−GB(t). The instantaneous
AoI ∆j(t), j ∈ {A,B}, is a continuous-time continuous-
value stochastic process [1]. A smaller instantaneous AoI
means higher information freshness.

With the instantaneous AoI ∆j(t), we can compute other
AoI metrics. This paper uses a widely studied AoI metric,
average AoI [1], to evaluate the information freshness of
TWRNs. Average AoI is defined as the time average of the
instantaneous AoI. Specifically, the average AoI of user j is
given by

∆̄j = lim
T→∞

1

T

∫ T

0
∆j(t)dt. (3)
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A lower average AoI indicates that the update packets of
user j are generally fresher over a long period.

3.3 Random Coding Bound (RCB)
As we will see in Sections 4 and 5, the average AoI of
TWRNs is related to the PERs of both uplink and downlink
transmissions. In practical information update systems with
AoI requirements, the update packets are typically short.
Information theory shows that with a finite block length, the
PER cannot go to zero [9]. To theoretically charaterize the
PERs of short packets, this paper uses the random coding
bound (RCB) to estimate the PERs in TWRNs. Suppose
that in the uplink, the relay can successfully decode the
superimposed signals into a PNC packet with probability
α. In the downlink, let βj denote the probability that the
other user (say, user j′) recovers the update packet from
user j. That is, the downlink PNC packet is decoded by user
j′ with a probability βj such that user j’s update packet is
recovered. In general, for a coded packet, α and βj increase
with the coded block length.

We first consider the downlink phase. The downlink
transmission can be regarded as two point-to-point chan-
nels. For point-to-point channels, Gallager’s RCB on the
average block error probability 1 − βj of random (L,K)
codes has the form [9]

1− βj ≤ 2−LEG(R), (4)

where K is the number of source bits of a packet, L is
the block length of coded bits, R = K/L is the code rate,
and EG(R) is the random coding error exponent [9]. Under
perfect channel state information at the receiver, EG(R) is

EG(R) = max
0≤ρ≤1

[E0(ρ)− ρR], (5)

where ρ is the auxiliary variable optimized to obtain the
maximum value of the right-hand side of (5), and

E0(ρ) := −log2E

(E[pY |C(Y |C ′)
1

1+ρ |Y ]

pY |C(Y |C)
1

1+ρ

)ρ , (6)

where C and C ′ are the two independent and uniformly
distributed binary random variables, i.e., the coded bits C
and C ′ have values of 0 or 1. Y is the received signal in
an additive white Gaussian noise (AWGN) channel. E[·]
denotes the expectation operator.

For the TWRN uplink transmission, [37] shows that the
RCB (4) also holds for the ensemble of linear random codes
and thus applies to PNC systems. In particular, (4) applies
to PNC decoding that employs an XOR-CD decoder at the
receiver. The PER performance of the XOR-CD decoder can
be fully characterized by analyzing the transmission with
a linear block code over a “virtual” memory-less point-
to-point channel [37]. The difference of XOR-CD is that C
and C ′ in (6) are now the two independent and uniformly
distributed binary random variables associated with the
XOR-coded bits (rather than the individual coded bits in
point-to-point channels).

In the case of non-zero PERs, ARQ is commonly used
to ensure reliable transmission in wireless systems. How-
ever, when the system performance metric is information
freshness, this paper raises a question: to achieve low average

AoI, should the corrupted packets be retransmitted, especially in
TWRN networks with two hops? Since new packets always
have the latest information, Section 4 studies the average
AoI of a PNC-enabled TWRN without ARQ. Specifically,
when old packets are corrupted in the uplink or downlink
phase, new packets are generated and transmitted (i.e.,
old packets are dropped). We refer to this scheme as the
once-lost-then-drop (OLTD) protocol. Later in Section 5, we
evaluate the average AoI with ARQ. Notice that ARQ can
be used in either the uplink or downlink phase, or even
both. The average AoI under different strategies requires
thorough investigation.

4 AVERAGE AOI IN PNC-ENABLED TWRNS WITH-
OUT ARQ
This section analyzes the average AoI in PNC-enabled
TWRNs without ARQ, where the system adopts the once-
lost-then-drop (OLTD) protocol. In OLTD, once old packets
get corrupted either in the uplink phase (i.e., the relay fails
to decode a PNC packet from the superimposed signals
from the two end users) or in the downlink phase (i.e., an
end user fails to decode the broadcast PNC packet), the two
end users immediately generate and transmit new packets
to the relay. In other words, old packets are always dropped,
and no packets are retransmitted in OLTD.

We remark that in this section (and also in Section
5 below), to simplify the AoI analysis and highlight the
key findings among different protocols (i.e., without or
with ARQ), we assume a time-slotted system where each
time slot is an uplink or a downlink transmission with
the same duration. The uplink/downlink packet duration
occupies one time slot. In other words, we assume delay-free
feedback for the theoretical average AoI analysis. Practical
MAC protocols involving feedback delays, as well as the
AoI performance in real wireless environments on SDR, are
discussed in Section 6.

4.1 Once-Lost-Then-Drop (OLTD) Protocol Description

We first describe the detailed operation of the OLTD pro-
tocol. Notice that in OLTD, uplink and downlink transmis-
sions may not occur in alternative time slots due to packet
corruption.

• In the uplink phase, the two users send their update
packets to the relay simultaneously, and the relay
tries to decode a PNC packet from the superimposed
signals of the two uplink packets. If an error occurs,
the relay gives feedback to the two end users and
informs them to generate and transmit new packets
in the next time slot. Otherwise, the decoded PNC
packet is broadcast to the end users in the next time
slot (i.e., entering the downlink phase).

• In the downlink phase, the two users attempt
to decode the broadcast PNC packet. Whether the
downlink PNC packet is decoded or not, the relay
notifies both users to generate and send new update
packets in the next time slot. In other words, the PNC
packet is broadcast only once, regardless of the end
user’s decoding result.
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Uplink Fails Downlink Fails Successful Update

Fig. 3. An example of user A’s instantaneous AoI, ∆A, under the once-
lost-then-drop (OLTD) protocol. In round i, users A and B send packets
CA

i and CB
i , respectively, to the relay simultaneously. Since there is

no ARQ, round i ends when the relay fails to decode the PNC packet
CA

i ⊕ CB
i in the uplink. New packets CA

i+1 and CB
i+1 are sent in round

i+ 1, but user A cannot receive the downlink PNC packet. An update is
successful in round i+2, and ∆A drops to Ω, which is the total duration
from round i to round i+ 2.

Fig. 3 plots an example of user A’s instantaneous AoI,
∆A, measured at user B. In Fig. 3, the evolution of ∆A

between two consecutive successful updates is depicted.
After a successful update, we use Ω to denote the time
needed for the next update to be successfully received at
user B. In other words, in OLTD, Ω is the time required for
user B to receive a packet from user A, starting from the
time instance of the last successful update.

We define a round as the duration of the time interval
between two new update packets sent by the end user. In
round i, denote by CA

i and CB
i the two update packets

sent by user A and user B, respectively. As shown in Fig.
3, packets CA

i and CB
i are sent at time ti. Suppose that the

relay fails to decode the PNC packet CA
i ⊕ CB

i in round i
(i.e., the uplink fails). Since there is no packet retransmission
in OLTD, round i ends and new packets CA

i+1 and CB
i+1

are sent in round i+ 1. Now the relay successfully decodes
the PNC packet CA

i+1 ⊕ CB
i+1, which is then broadcast to

the end users. Here we assume that user B cannot receive
CA

i+1 ⊕CB
i+1 (i.e., the downlink fails, so user A’s packet can-

not be recovered). Again, there is no packet retransmission
in the downlink, so round i+2 starts and new packets CA

i+2

and CB
i+2 are sent at ti+2. Assuming that both uplink and

downlink transmissions are successful in round i + 2, the
instantaneous AoI of user A, ∆A, drops to two time slots at
the end of round i + 2. In addition, Ω is the total duration
from round i to round i+ 2.

4.2 Average AoI in OLTD

We now analyze the average AoI of OLTD using the
graphical decomposition method [1]. The average AoI can
be computed from the area below the instantaneous AoI

J=u J=d J=s

1 

 

1

1 

j

j

Fig. 4. The Markov model for the OLTD protocol. State J = {u, d, s}
represents the stage of the packet transmission in a TWRN: u stands
for uplink; d stands for downlink; s stands for successful reception at the
destination.

curve, which is decomposed into several trapezoids.2 For
simplicity, we normalize the duration of a time slot to one
in the following analysis. The entire time interval [0, T ] con-
tains a series of consecutive successful information updates.
To compute the average AoI ∆̄OLTD

j of user j in OLTD,
j ∈ {A,B}, let us consider the area Σ between the two
consecutive successful updates at ti and ti+3 in Fig. 3. The
area of Σ is computed by

Σ = ∆j(ti)Ω +
1

2
Ω2 = 2Ω +

1

2
Ω2, (7)

where ∆j(ti) = 2 since a successful update always drops
the instantaneous AoI to two time slots in OLTD. The
average AoI of user j, ∆̄OLTD

j , is

∆̄OLTD
j = lim

T→∞

1

T

∫ T

0
∆j(t)dt = lim

W→∞

∑W
w=1 Σ(w)∑W
w=1 Ω(w)

=
E
[
2Ω + 1

2Ω
2
]

E [Ω]
= 2 +

E
[
Ω2
]

2E [Ω]
(8)

where Σ(w) and Ω(w) denote the w-th Σ and Ω, respectively.

To compute ∆̄OLTD
j , we use a Markov model depicted

in Fig. 4 to find E[Ω] and E[Ω2]. In the Markov model, state
J = {u, d, s} represents the stage of packet transmission in
a TWRN. J = u represents an uplink transmission from the
end users to the relay; J = d represents a downlink trans-
mission from the relay to the end users; J = s represents a
successful update of user j (e.g., if j = A, it means that user
B successfully receives an update packet from user A). More
specifically, at state J = u, the relay decodes the PNC packet
successfully with probability α, and the system transits to
J = d. The relay fails to decode the PNC packet (i.e., drops
the old packets) with probability 1−α, and the state remains
at J = u. At state J = d, the broadcast PNC packet is
decoded, and the system transits to J = s with probability
βj (i.e., user j’s update packet is recovered by the other

2. Note that to compute the average AoI, both the continuous-time
[11], [28] and discrete-time [25], [26] settings can be found in the
literature. In particular, by using the graphical decomposition method,
the area below the instantaneous AoI curve is decomposed into several
trapezoids in the continuous-time setting, while it is decomposed into
several rectangles in the discrete-time setting (whose areas are always
smaller than the trapezoids). The different settings do not affect the
AoI comparison among different protocols as long as they follow the
same continuous-time or discrete-time setting. Our work adopts the
continuous-time setting as in [11], [28] to compute the average AoI.
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user). Otherwise, with probability 1−βj , the system transits
to uplink transmission (i.e., the next state is J = u, meaning
that the old packets are discarded). Finally, at state J = s,
the system will transit to J = u with probability one for a
new round of transmission.

Let Π denote the state transition matrix, which can be
written as

Π =

 πuu πud πus

πdu πdd πds

πsu πsd πss

 =

 1− α α 0
1− βj 0 βj

1 0 0

 , (9)

where πmn is the probability of transiting from state J = m
to state J = n, for m,n ∈ {u, d, s}. Since Ω is the time
needed to successfully receive the next update, Ω equals the
time to go through a series of states from state J = u to state
J = s in the Markov model, i.e., the state transition goes
through states J0 = u, J1, J2, ..., JΩ = s. Denote by τmn the
expected time required to transverse from state J = m to
state J = n. Then, τmn can be expressed as

τmn = E[tn|J0 = m], (10)

where tn is a random variable that represents the time to
reach state J = n for the first time. By definition, E[Ω] equals
τus, and we compute τus by

τus = E[ts|J0 = u]

= 1 + E[ts|J1 = u] Pr(J1 = u|J0 = u)

+ E[ts|J1 = d] Pr(J1 = d|J0 = u)

= 1 + τusπuu + τdsπud

= 1 + (1− α)τus + ατds. (11)

In (11), τds is computed by

τds = E[ts|J0 = d]

= 1 + E[ts|J1 = u] Pr(J1 = u|J0 = d)

+ E[ts|J1 = s] Pr(J1 = s|J0 = d)

= 1 + τusπdu + τssπds

= 1 + (1− βj)τus. (12)

Note that in (12), τss = 0. Substituting (12) into (11), τus and
E[Ω] are computed and simplified as

E[Ω] = τus =
1 + α

αβj
. (13)

Similarly, to compute E[Ω2], we define λmn as the ex-
pectation of the second moment of the time required to
transverse from state J = m to state J = n for the first
time. Then, λmn can be expressed as

λmn = E[(tn)
2|J0 = m]. (14)

By definition, E[Ω2] equals λus, which is computed by

λus = E[(ts)
2|J0 = u]

= E[(1 + ts)
2|J0 = u] Pr(J1 = u|J0 = u)

+ E[(1 + ts)
2|J1 = d] Pr(J1 = d|J0 = u)

= 1 + 2 (τusπuu + τdsπud) + (λusπuu + λdsπud) (15)

where λds is

λds = E[(ts)
2|J0 = d]

= E[(1 + ts)
2|J1 = u] Pr(J1 = u|J0 = d)

+ E[(1 + ts)
2|J1 = s] Pr(J1 = s|J0 = d)

= 1 + 2τusπdu + λusπdu (16)

Substituting (16) into (15), λus and E[Ω2] are now computed
and simplified to

E[Ω2] = λus =
2 + 4α+ 2α2 − 3αβj − α2βj

α2β2
j

. (17)

Finally, with E[Ω] from (13) and E[Ω2] from (17), we
obtain the average AoI ∆̄OLTD

j

∆̄OLTD
j = 2 +

E
[
Ω2
]

2E [Ω]
= 2 +

2 + 4α+ 2α2 − 3αβj − α2βj

2(1 + α)αβj
.

(18)

In (18), the first term “2” refers to the instantaneous AoI
once an update packet is received (i.e., two time slots are the
lowest instantaneous AoI in a two-hop TWRN). When both
α and βj equal to one, ∆̄OLTD

j has the minimum average
AoI of 3 time slots. However, when α and βj are not equal
to 1, we evaluate ∆̄OLTD

j by RCB theoretically and real
experiments with SDR, as will be presented in Section 5.3
and Section 6, respectively.

5 AVERAGE AOI IN PNC-ENABLED TWRNS WITH
ARQ
This section presents the average AoI in TWRNs with ARQ.
Specifically, we first consider reliable packet transmission
where ARQ is used in both the uplink and downlink phases.
After that, we investigate that ARQ is used only in the
downlink phase and the old packets are dropped if they are
lost in the uplink phase. A theoretical comparison among
different schemes using RCB is presented in Section 5.3.

5.1 Reliable Packet Transmission (RPT)
We first study the average AoI of a TWRN employing
reliable packet transmission (RPT). By “reliable”, we mean
that a link-by-link ARQ is used to issue retransmissions in
case of uplink or downlink packet corruption (i.e., no packet
loss in either the uplink or downlink phase). The detailed
operations of the RPT protocol are as follows:

• In the uplink phase, the two users send their update
packets to the relay simultaneously, and the relay
tries to decode a PNC packet. If an error occurs, the
relay gives the two end users feedback and informs
them to retransmit the same packets. This procedure
is repeated until the PNC packet is successfully de-
coded at the relay. When the PNC packet is decoded,
it is broadcast to the end users in the downlink phase.

• In the downlink phase, the two users try to decode
the downlink PNC packets. If a user successfully
decodes the PNC packet, it then sends an acknowl-
edgment (ACK) to the relay. If the relay does not
receive ACKs from both users, the PNC packet is
retransmitted. We remark that an end user may
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Fig. 5. An example of user A’s instantaneous AoI, ∆A, with reliable
packet transmission (RPT) in round i. In the uplink transmission, the
two users transmit the same packets CA

i and CB
i twice until the relay

successfully decodes the PNC packet CA
i ⊕ CB

i at ti + Tu. In the
downlink transmission, user B decodes CA

i ⊕ CB
i and recovers user

A’s packet first (at time ti + Tu + TA
d ), so ∆A is reset to Tu + TA

d . ∆A

continues to increase until the end of round i, when user B’s packet is
recovered at ti+1 = Tu + TB

d .

successfully receive the PNC packet before the other
end user. The relay has to continue sending the PNC
packet until successful reception at both users. When
both users receive the PNC packet, they are allowed
to sample and send new update packets to the relay
in the next time slot.

As in OLTD, we define a round as the duration between
two new update packets sent by the user. In RPT, a round is
the time between new packets first sent in the uplink and the
PNC packet finally received by both users in the downlink.
To see this, Fig. 5 plots an example of the evolution of
user A’s instantaneous AoI ∆A with RPT. There is only one
round between the two consecutive successful updates.

As shown in Fig. 5, suppose that round i starts at time
ti and ends at time ti+1 in this example. In the uplink
transmission, the relay cannot decode the PNC packet when
CA

i and CB
i are sent for the first time. Later, retransmission

of CA
i and CB

i is issued, and the relay successfully decodes
the PNC packet CA

i ⊕ CB
i at time ti + Tu, where Tu is the

total duration of the uplink phase. In the downlink, the relay
broadcasts CA

i ⊕ CB
i four times until both users receive the

PNC packet. User B decodes CA
i ⊕CB

i when it is sent for the
second time. Using the received CA

i ⊕ CB
i , CA

i is recovered
at user B and the instantaneous AoI ∆A drops to Tu + TA

d ,
where TA

d is the time required for CA
i to be recovered in the

downlink phase. We also use TB
d to denote the time required

for CB
i to be recovered at user A. In this example, user A

recovers CB
i when CA

i ⊕CB
i is sent for the fourth time. Since

CB
i is recovered later than CA

i , after ∆A is reset to Tu +TA
d ,

∆A continues to increase linearly. We use Td to denote the
total duration of the downlink phase. It is easy to see that
Td = max{TA

d , TB
d } = TB

d in Fig. 5, since TA
d < TB

d .
Average AoI in RPT: We now analyze the average AoI

in RPT ∆̄RPT
j , j ∈ {A,B}. Similar to OLTD, we consider

the area Σ shown in Fig. 5. The area of Σ is computed by
(19), where ∆j(ti) = Tu

′ + Td
′ equals to the duration of the

last round. Then the average AoI ∆̄RPT
j is given by (20). In

the following, we compute each component in (20).
Computation of E[Tu] and E[(Tu)

2
]: Tu is the duration

of the uplink phase, and the relay successfully decodes the
PNC packet with probability α. Thus, Tu is a geometric
random variable with parameter α. We have

E[Tu] =
1

α
, (21)

E[(Tu)
2] =

2− α

α2
. (22)

Computation of E[T j
d ]: Since E[T j

d ] is the time for packet
Cj

i , j ∈ {A,B} to be recovered in the downlink phase (i.e.,
the PNC packet CA

i ⊕CB
i is decoded), T j

d is also a geometric
random variable with parameter βj . Thus, we have

E[T j
d ] =

1

βj
. (23)

Computation of E[Td] and E[(Td)
2
]: Td is the total

duration of the downlink phase, and by definition, Td =
max{TA

d , TB
d }. The cumulative distribution function (CDF)

of T j
d , j ∈ {A,B}, is

F j
d (t) = Pr(T j

d ≤ t) = 1− (1− βj)
t. (24)

Therefore, the CDF of Td is

Fd(t) = Pr(Td ≤ t) =
(
1− (1− βA)

t
)
·
(
1− (1− βB)

t
)
.

(25)

With the CDF of Td, we compute E[Td] and E[(Td)
2
], respec-

tively, where

E[Td] =
∑∞

t=1
(1− Pr(Td ≤ t− 1))

=
∑∞

t=1
(1− Fd(t− 1)), (26)

E[(Td)
2
] =

∑∞

t=1
(2t− 1) (1− Pr(Td ≤ t− 1))

=
∑∞

t=1
(2t− 1) (1− Fd(t− 1)). (27)

Finally, we substitute all the components into (20) to
obtain the average AoI ∆̄RPT

j as in (28). From (28), we see
that the average AoI ∆̄RPT

j is much more complicated than
∆̄OLTD

j in (18). However, when both α and βj equal to one,
it is easy to verify that ∆̄RPT

j = ∆̄OLTD
j = 3.

5.2 Uplink-Lost-Then-Drop (ULTD) Protocol
Although RPT ensures packet reliability, as will be seen,
it leads to high average AoI due to the retransmission of
old packets in the uplink phase. Therefore, we put forth
an uplink-lost-then-drop (ULTD) protocol that exploits both
ARQ and packet drop. To be specific, when the relay fails to
decode the PNC packet in the uplink phase, old packets are
dropped. The two end users generate and transmit two new
packets to the relay in the next time slot. In the downlink
phase, ARQ is used to ensure reliable transmission until
both users receive the downlink PNC packet. In other
words, the uplink transmission of ULTD is the same as that
of OLTD, while the downlink transmission of ULTD is the
same as that of RPT.

We compute the average AoI of ULTD, ∆̄ULTD
j , j ∈

{A,B}, in the same way as RPT. The area of Σ is computed
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Σ = ∆j(ti)(Tu + T j
d ) +

1

2
(Tu + T j

d )
2 + (Tu + T j

d )(Td − T j
d ) +

1

2
(Td − T j

d )
2

= (Tu
′ + Td

′)(Tu + T j
d ) + (Tu + T j

d )(Td − T j
d ) +

1

2
(Tu + T j

d )
2 +

1

2
(Td − T j

d )
2. (19)

∆̄RPT
j = lim

W→∞

∑W
w=1 Σ(w)∑W

w=1 Tu(w) + Td(w)

=
E
[
(Tu

′ + Td
′)(Tu + T j

d ) + (Tu + T j
d )(Td − T j

d ) +
1
2 (Tu + T j

d )
2
+ 1

2 (Td − T j
d )

2
]

E [Tu + Td]

=
(E[Tu])

2
+ E[Tu]E[T j

d ] + 2E[Tu]E[Td] + E[T j
d ]E[Td] +

1
2E[(Tu)

2
] + 1

2E[(Td)
2
]

E[Tu] + E[Td]
. (20)

∆̄RPT
j =

(
2α+ 4βj − αβj +

(
4αβj + 2α2

)∑∞
t=1 (1− Fd(t− 1)) + α2βj

∑∞
t=1 (2t− 1) (1− Fd(t− 1))

)
2αβj (1 + α)

∑∞
t=1 (1− Fd(t− 1))

. (28)

∆̄ULTD
j =

E[Tu] + E[T j
d ] + 2E[Tu]E[Td] + E[T j

d ]E[Td] +
1
2E[(Tu)

2
] + 1

2E[(Td)
2
]

E[Tu] + E[Td]

=

(
αβj + 2α2 + 2βj +

(
4αβj + 2α2

)∑∞
t=1 (1− Fd(t− 1)) + α2βj

∑∞
t=1 (2t− 1) (1− Fd(t− 1))

)
2αβj (1 + α)

∑∞
t=1 (1− Fd(t− 1))

. (29)

the same as (19), except that the instantaneous AoI upon
a successful update becomes ∆j(ti) = 1 + Td

′. Here, “1”
refers to the time required for the uplink transmission of
each successful update, which is always one time slot since
old uplink packets are dropped in ULTD. Thus, the average
AoI ∆̄ULTD

j is computed by (29).
It is easy to verify that, given the same α and βj , ∆̄ULTD

j

in (29) is smaller than ∆̄RPT
j in (28), because 0 < α, βj < 1.

This means that if packet reliability is not a concern (e.g.,
only information freshness is concerned in many monitoring
systems), new packets should be generated and sent imme-
diately when the relay fails to decode the PNC packet in the
uplink so as to achieve high information freshness.

We notice that one can also have a downlink-lost-then-
drop (DLTD) protocol. In the uplink, old packets are retrans-
mitted until the PNC packet is successfully decoded at the
relay (i.e., ARQ is used in the uplink). In the downlink, the
PNC packet is broadcast only once. Whether the downlink
PNC packet is decoded or not, the two end users will turn to
transmit new packets in the next time slot. In other words,
for DLTD, the uplink transmission is the same as that in
RPT, while the downlink transmission is the same as that
in OLTD. However, it is easy to figure out that the average
AoI in DLTD is high. Even if the relay can finally decode
a PNC packet in the uplink after several retransmissions
(e.g., it takes E[Tu] time slots on average), old packets will
be dropped once the subsequent downlink transmission
fails. In addition, ULTD indicates that new packets should
be sent when the relay fails to decode the PNC packet in
the uplink. Therefore, we omit DLTD in this paper. In the
following subsection, we evaluate the theoretical average
AoI of OLTD, RPT, and ULTD using RCB.

5.3 Average AoI Comparison Using RCB

In this subsection, we use RCB to estimate the PERs and
provide a theoretical average AoI comparison among the
three protocols. We assume that the two end users have the
same channel conditions, i.e., they have the same received

10%~15%

Fig. 6. The average AoI versus the block length of a coded packet
when the two users have SNR = 1 dB in both uplink and downlink
transmissions. The successful packet decoding rates α and βj are
estimated by RCB.

SNR at the relay in the uplink and the same decoding
probability βA = βB in the downlink. To estimate α and
βj by RCB, we assume that the number of source bits per
update packet is K = 400 and vary the block length of a
coded packet. The case of imbalanced channel conditions
will be investigated experimentally by SDR in Section 6.

Fig. 6 plots the average AoI versus the block length when
the SNR is 1 dB. Similar observations can be found when
other SNRs are considered (so we omit these results here).
The unit of the average AoI is the number of channel uses.3

Fig. 6 plots both the theoretical and simulation results. For
the theoretical results, we substitute the successful packet
decoding rates α and βj into the average AoI formulas

3. The average AoI in the unit of channel use is the multiplication of
the block length and the average AoI in the unit of time slot.
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Fig. 7. MAC protocols used in our experiments: (a) OLTD, (b) RPT and ULTD. The duration of an update packet is 0.16ms and the duration of a
trigger frame/ACK frame is 0.04ms in our experiments.

of the three protocols (i.e., (18), (28), and (29)) to calculate
the average AoI. For the simulations results, we perform
simulations over a large number of time slots and collect
the packet decoding outcomes in each time slot, from which
we compute the instantaneous AoI followed by the average
AoI. We see from Fig. 6 that the simulation results are
consistent with the theoretical results, thus proving the
correctness of the average AoI formulas.

As depicted in Fig. 6, for all the three protocols, the
average AoI decreases as the block length increases. When
the block length is small, the successful packet decoding
rates α and βj are small, leading to unsuccessful updates
most of the time. As the block length increases, the average
AoI decreases as more update packets can be successfully
received. When the block length is large enough that α and
βj approach one, e.g., when the block length is around 550,
the three protocols tend to have the same average AoI (so
there is no need to use ARQ). We also see that the average
AoI slightly increases as the block length increases beyond
560 (i.e., further enlarging the block length does not increase
α and βj any further, but takes more time). In general, the
optimal block length decreases as the SNR increases, since a
higher SNR can help reduce coding redundancy to achieve
the same error rate performance.4

In time-varying wireless environments, optimizing block
lengths to accommodate changing SNRs may not be possi-
ble or practical. When the block length is not large enough
such that α and βj are less than one, Fig. 6 shows that
the average AoI performance of ULTD outperforms those of
RPT and OLTD greatly, e.g., when the block length is around
530 and βj is around 0.7. This indicates that in error-prone
TWRNs, neither a pure packet drop protocol (e.g., OLTD,
where new packets always have higher priority) nor a pure
packet retransmission protocol (e.g., RPT, where old packets
always have higher priority) is suitable for achieving good
information freshness. Instead, exploiting the ideas from
both sides leads to a better average AoI. Such an observation
is different from many previous point-to-point information
update systems, where dropping old packets leads to better

4. In addition, the optimal block lengths of the three protocols do
not differ much, because the optimal average AoI is achieved when the
PER is low enough and ARQ is not often needed. In other words, the
optimal average AoI is almost the same for all three protocols. However,
in error-prone environments (when the PER is not low enough), ULTD
outperforms OLTD and RPT, as shown in Fig. 6.

average AoI performance under the generate-at-will model
[11].

The numerical results using RCB are theoretical in nature
and only serve to highlight certain points, but do not re-
flect what actually happens in real wireless communication
systems. For example, due to channel fading, the wireless
channel is not an AWGN channel in practice, and the two
users may have different channel conditions with respect to
the relay. More importantly, practical considerations such as
MAC protocols to support ULTD, especially the feedback
delay due to ARQ, need to be taken into account. Hence, we
need to validate the advantages of ULTD in a real wireless
system, as will be presented in the next section.

6 EXPERIMENTAL EVALUATIONS

This section presents the experimental evaluation on AoI of
different transmission protocols in TWRNs, namely OLTD,
RPT, and ULTD. In particular, we examine the average AoI
performance by employing trace-driven simulations using
PHY-layer decoding results. We first obtain the PHY-layer
decoding outcomes on software-defined radios (SDR), i.e.,
collecting the PNC decoding results at the relay in the uplink
and the broadcast PNC packet decoding results at the end
users in the downlink. Then, we generate traces based on the
PHY-layer decoding outcomes to drive our AoI simulations
under practical MAC protocols of different schemes.

Hence, in Section 6.1, we first present the MAC protocols
we used in the trace-driven simulations. Subsequently, Sec-
tion 6.2 describes the experimental setup on how we collect
the PHY-layer decoding outcomes using SDR. Section 6.3
details the average AoI performance of different schemes.
Furthermore, we discuss the differences between AoI and
conventional system metrics, such as throughput and delay,
using the SDR experimental results.

6.1 MAC Protocols of Different Schemes

Recall that in our theoretical analysis, we simplify the
system model and consider a time-slotted system, where
an uplink or downlink transmission occupies a time slot
with equal duration. However, control frames such as ACK
frames do consume airtime, which should be considered
when comparing the average AoI performance in real ex-
periments.
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Fig. 8. An indoor information update TWRN system built upon an OFDM-
based real-time PNC system [8].

Fig. 7 depicts the MAC protocols used in our trace-
driven experiments for (a) OLTD and (b) RPT/ULTD. As
shown in Fig. 7 (a), in OLTD, the relay sends a trigger frame
(TF) to trigger the simultaneous transmission of the two
users in the uplink. If the relay cannot decode the PNC
packet, it sends another TF to inform both users to send
two new packets (i.e., no ARQ is used in the uplink). When
the relay decodes the PNC packet, the downlink phase is
entered, and the decoded PNC packet is broadcast only once
(i.e., again, no ARQ is used in the downlink). Regardless of
the decoding results of the users, a new TF is sent to trigger
a new round of uplink transmission.

For RPT and ULTD, in the uplink, the relay also sends a
TF to trigger a simultaneous transmission of the two users.
A new TF is sent when the relay cannot decode the PNC
packet. Note that the only difference between RPT and
ULTD is that when the uplink transmission fails, old packets
are retransmitted in RPT, while new packets are generated
and sent in ULTD. The PNC packet is broadcast after being
decoded in the uplink. When a user decodes the downlink
PNC packet, it sends an ACK to the relay and waits for
the next TF for a new uplink transmission. The two users
are designed to send their ACKs at different times to avoid
collision (see Fig. 7 (b)). In both RPT and ULTD, the PNC
packet is retransmitted until the relay receives ACKs from
both users. Upon receiving ACKs from both users, the relay
sends a new TF.

In our SDR experiments below, we find that the success-
ful reception rate of TFs and ACKs exceeds 99.9%. Hence,
in our trace-driven simulations, we assume that the control
frames are reliable. In practice, a timeout mechanism as
in the 802.11 stop-and-wait protocol can be adopted when
control frames are lost. The transmitter resends a packet
when it does not receive any feedback after the timeout
period [38]. For example, when the relay sends a TF in the
uplink phase and does not receive uplink packets from the
users, the relay can send a new TF after a timeout.

6.2 Experimental Setup
For the experiment with SDR, our system uses the USRP
hardware (USRP N210 with SBX daughterboards) and the
GNU Radio software with the UHD hardware driver. We
consider an indoor information update TWRN system, and
the system prototype is shown in Fig. 8. Our system is
built upon an orthogonal frequency division multiplexing

7 7.5 8 8.5 9 9.5 10
SNR(dB)

0

5

34%

22%

(a) SNRA=7.5dB (b) SNRB=9.5dB

当SNR相同时：SNR比较低

的时候，ARQ发挥作用，

ULTD比OLTD好；但是当

SNR比较高时，ARQ几乎

都不需要了，所以OLTD比

ULTD好，因为节省了

control frame的时间。

当SNR不同时，不管用户A
还是用户B，上行还是下

行，都需要经过一个链路比

较差的SNR，所以ARQ可

以发挥作用，ULTD比

OLTD好。

Fig. 9. SDR experimental results of the average AoI under different
schemes versus the SNR in the SNR-balanced scenario.

(OFDM)-based real-time PNC system, and we refer the
readers to [8], [39] for the implementation details of the
algorithms used in this system, such as packet detection,
synchronization, etc.

To gather the PHY-layer decoding results, our experi-
ments are carried out at 2.185 GHz center frequency with
10 MHz bandwidth. We control the transmit power of the
two end users so that the received SNR is varied from
7.5 dB to 10 dB in the uplink. Note that the two users
may have different SNRs. For each SNR pair of the two
users, the relay sends a trigger frame to trigger the simulta-
neous transmission of a series of update packets (e.g., 2000
update packets in our experiments) from the two users in
the uplink phase.5 Also, notice that the received SNR of
a user’s update packets could be slightly different due to
channel fading. The SNR here is the average SNR of the 2000
update packets. We collect the PNC decoding outcomes of
the 2000 superimposed packets at the relay. Similarly, in the
downlink phase, we adjust the users’ position so that the
relay has a SNR ranging from 7.5 dB to 10 dB at the users
in the downlink. The relay sends 2000 packets to the users at
each SNR, and then both users decode the downlink packets
to gather the decoding results.

Both end users adopt the BPSK modulation and the
standard rate-1/2 [133, 171]8 convolutional code used in the
802.11 standard [38]. Since the received SNR is an average
value, we choose the fixed-rate convolutional code in our
experiments. Optimizing the block length based on instanta-
neous SNR to minimize the average AoI may not be possible
or practical. In our experiments, the payload of an update
packet is 48 bytes (384 bits), since packets containing update
information from IoT devices are typically short (e.g., tens
of bytes) in practice. The TF and the ACK start with an
8-bit device ID field, followed by a 16-bit control field for

5. This achieves synchronization for PNC in our experiments. Since
the end users use OFDM, as long as the arrival time difference be-
tween users is within the cyclic prefix of OFDM symbols (i.e., within
1.6 µs in our implementation), the OFDM frequency-domain symbol
misalignment between users can be eliminated, thereby enabling PNC
decoding [8].
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Fig. 10. SDR experimental results of the average AoI under different schemes versus the SNR in the SNR-imbalanced scenario.

packet triggering or packet acknowledgment. Each update
packet or control frame is preceded by a preamble before
the payload. The preamble assists the receivers with packet
synchronization and channel estimation [8].

As a result, the duration of an update packet (for both
uplink and downlink packets) is

T pk =

(
320 +

384× 2

48
× 80

)
/107 s = 0.16 ms, (30)

where ms stands for millisecond. In (30), 320 is the number
of samples in the preamble. 80 is the total number of sam-
ples in one OFDM symbol, consisting of a 64-FFT OFDM
symbol and a 16-sample cyclic prefix. Although an OFDM
symbol has 64 subcarriers, only 48 subcarriers are used for
actual data transmission. 384 × 2/48 gives the number of
OFDM symbols in an update packet with 384 source bits
and a channel coding rate 1/2. 107 means the bandwidth is
10MHz, i.e., the duration of one sample is 10−7s. Similarly,
the duration of a TF or an ACK, T c, is given by (where c
denotes the control frames)

T c =

(
320 +

24× 2

48
× 80

)
/107 s = 0.04 ms. (31)

6.3 Experiment Results

We first consider the same scenario as in Section 5.3, where
the two end users have balanced channel conditions, as
shown in Fig. 9. Notice that we compute the average AoI
with the unit of ms here. We see from Fig. 9 that when the
SNR is less than 8 dB, the experimental results corroborate
with the theoretical results. That is, ULTD outperforms both
RPT and OLTD significantly, e.g., compared with OLTD
and RPT, ULTD reduces the average AoI by 22% and 34%,
respectively, at the SNR of 7.5 dB. Our experiments indicate
that in the low SNR regime, the ULTD protocol is preferred
for achieving low average AoI in TWRNs operated with
PNC. More specifically, when old packets get corrupted,
dropping the old packets should be adopted in the first hop
(i.e., in the uplink). Since the newly sent packets contain
fresher information, the instantaneous AoI of ULTD is al-
ways smaller than that of RRT once the packet is success-
fully received at the destination. This is the reason why

ULTD is superior to RPT. Although OLTD always sends new
packets, once the downlink phase fails, OLTD generates new
packets blindly. The relay may take time to decode a PNC
packet, but if there is an error in the downlink, the PNC
packet is discarded. When the SNR is low, the time interval
between the reception of two consecutive update packets
could be very large in OLTD (i.e., the instantaneous AoI is
high). As a result, the average AoI of OLTD is much larger
than that of ULTD in the low SNR regime, indicating that
packet retransmission should be used in the second hop.

As the SNR increases, the average AoI performance of
OLTD is gradually better than that of ULTD. This is because
when the SNR is high, the packet decoding rates (for both
uplink and downlink) also increase, and ARQ is not often
needed. ULTD now suffers from the larger overhead of
control frames and therefore has a higher average AoI.
The lower average AoI of OLTD indicates that OLTD is a
practical and simpler choice in the high SNR regime. This is
the main difference between the theoretical results in Section
5.3 and the experimental results here, where realistic MAC
implementations should be considered in practice.

However, in time-varying wireless environments, the
two users are likely to have different channel conditions
with respect to the relay. We now compare the average AoI
performance when the two users have different SNRs. We
fix the SNR between user A and the relay (i.e., from user A
to the relay in the uplink and from the relay to user A in the
downlink, denoted by SNRA) to 7.5 dB and 9.5 dB and
vary the SNR between user B and the relay (i.e., from user
B to the relay in the uplink and from the relay to user B in
the downlink, denoted by SNRB) from 7.5 dB to 10.5 dB.
Fig. 10 plots the average AoI of the TWRN versus SNRB ,
when SNRA is (a) 7.5 dB and (b) 9.5 dB, respectively. We
see in both plots that ULTD gives the lowest average AoI
among the three protocols. In addition, the performance
improvement of ULTD over its counterparts is larger when
SNRA is 7.5 dB. This is because in the SNR-imbalanced
scenario, for one user to deliver an update packet to the
other user, the update packet has to go through a link with
a lower SNR, either in the uplink phase or in the downlink
phase. In particular, in the uplink transmission (the first
hop), a user must have a low SNR (e.g., 7.5 dB). It is
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Fig. 11. SDR experimental results for (a) packet reception rate, (b) throughput, and (c) packet delay versus the SNR under the three protocols in
the SNR-balanced scenario.

more difficult for the relay to decode a PNC packet when
one user has a low SNR. When the downlink transmission
(the second hop) fails, blindly restarting the communication
procedure from the first hop as in OLTD leads to a high
average AoI, because a large portion of the time is spent on
the uplink. By contrast, in ULTD, retransmitting old packets
by ARQ in the downlink helps to improve the average
AoI performance significantly. This is similar to the SNR-
balanced scenario, in which both users have a low SNR
with respect to the relay (i.e., the relay has a low probability
of successfully decoding the PNC packets). Overall, OLTD
does not perform well when there is at least one poor link
in the two-hop TWRN, because it drops all the old packets
once they are corrupted. In practical wireless environments
with varying SNRs, ULTD is a viable solution to provide
both stable and low average AoI.

Discussion: Differences between AoI and Conventional
Metrics − We now use the balanced SNR scenario to discuss
the differences between the new AoI metric and the conven-
tional metrics. Let us first consider the packet reception rate
as the system performance metric in Fig. 11(a). The packet
reception rate is defined as the number of packets received
by the destination divided by the total number of packets
sent by the sources under the generate-at-will model. In
general, RPT receives all the update packets by ARQ, while
OLTD has the lowest packet reception rate because it drops
old packets once the uplink or downlink transmission fails.
The packet reception rate of ULTD falls in between. Since
ULTD achieves a moderate packet reception rate, it is a
promising solution for information update systems with
packet reception rate requirements. For example, in vehicu-
lar networks, vehicles exchange their basic safety message
(BSM) with each other via a road-side unit (RSU) as a relay.
The vehicles send BSM update packets containing their
latest status information, such as position. On the one hand,
a vehicle requires high information freshness to acquire the
current positions of other vehicles; on the other hand, it
also needs a certain number of received packets to infer
the trajectories of other vehicles to better help improve road
safety. In other words, it is critical to receive BSM update
packets with high information freshness and high packet
reception rate, and ULTD can satisfy both requirements.

Fig. 11(b) plots the system throughput of the three pro-
tocols, which is defined as the average number of received

packets of the two users per ms. Interestingly, although
OLTD has the lowest packet reception rate among the three
schemes, it has the highest system throughput when the
SNR is higher than 8 dB. This is due to the less frequent
need for ARQ at high SNRs and fewer control frames in
OLTD that save airtime (see Fig. 7 for the MAC protocol
of OLTD). Furthermore, Fig. 11(b) shows that the average
system throughput is the same for RPT and ULTD. Theoret-
ically, if we ignore the duration of control frames, the system
throughput of both protocols is 2/ (E[Tu] + E[Td]) packets
per time slot. However, both theoretical results (Fig. 6) and
experimental results (Fig. 9) show that ULTD provides a
much better average AoI performance than RPT does. This
shows that, although having the same throughput, dropping
old packets can increase information freshness as ULTD
does.

As far as delay is concerned, Fig. 11(c) compares the
packet delay of the successfully delivered packets for the
three protocols. The packet delay is defined as the time from
one user first sending a packet to the other user finally
receiving it. Unlike average AoI, OLTD has the smallest
packet delay among the three protocols. Theoretically, the
delay of all packets delivered in OLTD is always two time
slots (i.e., the meaning of “2” in the average AoI (18)), which
is the lowest among the three protocols. This also means that
if an information update system wants to minimize the in-
stantaneous AoI upon a successful update, OLTD should be
adopted, i.e., for each successful update, the received packet
always contains the most up-to-date information in OLTD.6

In addition, the theoretical average packet delays of RPT
and ULTD are E[Tu]+E[T j

d ] and 1+E[T j
d ], respectively, i.e.,

the packet delay of ULTD is shorter than that of RPT, which
is also validated by our experimental results as shown in
Fig. 11(c). Furthermore, the delay difference between ULTD
and OLTD is small, indicating that ULTD is a promising
solution to achieve low packet delay and low average AoI
in the low SNR regime (see the average AoI result in Fig. 9).

6. In addition, comparing the MAC protocols of ULTD and OLTD
(see Fig. 7), it is easy to see that the MAC protocol of OLTD is
simpler (e.g., there are fewer control signals in OLTD due to the
absence of ARQ). Hence, for information update systems aiming at
implementation simplicity and having loose AoI requirements, OLTD
can be adopted.
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7 CONCLUSIONS

In this paper, we have studied the average AoI of PNC-
enabled TWRNs with and without ARQ. In particular, we
put forth an uplink-lost-then-drop (ULTD) protocol that
combines packet drop and ARQ to achieve high information
freshness.

PNC is a key technique that turns the superimposed
wireless signals into network-coded messages, thereby re-
ducing the communication delay of TWRNs. With a shorter
delay, end users can send update packets to each other
more frequently, thus enhancing the information freshness.
However, when an update packet is corrupted in any hop
of a TWRN, one needs to decide to discard or retransmit
the packet. A new packet always contains more recent
information, but it may take more time to be delivered.
Handling corrupted packets to achieve a low average AoI
of TWRNs is the main focus of this paper.

Our theoretical analysis indicates that, in error-prone
TWRNs, neither a non-ARQ scheme nor a pure ARQ scheme
can achieve good average AoI performance. Unlike single-
hop networks, a non-ARQ scheme where old packets are
dropped when they get corrupted (i.e., OLTD) shows slight
improvement in the average AoI performance over a classi-
cal ARQ scheme with no packet lost (i.e., RPT). Therefore,
we strategically exploit both packet drop and ARQ: in
ULTD, corrupted packets in the uplink are dropped, but
corrupted packets in the downlink are retransmitted until
successfully received. We believe the insights from ULTD
are generally applicable to other two-hop networks. Experi-
ments on software-defined radios indicate that when chan-
nel conditions for two users are unbalanced, the average AoI
of ULTD is significantly lower than that of OLTD and RPT,
indicating that ULTD is robust against time-varying channel
conditions in practice. Moreover, our experimental results
identify the key differences between AoI and conventional
performance metrics, such as throughput and delay, thus
providing insights into ARQ designs with heterogeneous
quality-of-service requirements.
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